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Abstract

This supplement appendix reports additional theoretical results not discussed in the paper to conserve

space, and provides all the technical proofs. Section SA-I introduces additional notation and definitions

used in the proofs. Section SA-II studies the general empirical process (Section 3 in the paper). Section

SA-III studies the multiplicative-separable empirical process (not discussed in the paper but of inde-

pendent interest). Section SA-IV studies the residual-based empirical process (Section 4 in the paper).

Section SA-V studies the three empirical processes in the context of quasi-uniform Haar basis (Section 5

in the paper).
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SA-I Additional Notation

We introduce additional notation and definitions complementing those given in Section 2 of the paper. See

Ambrosio et al. (2000), van der Vaart and Wellner (2013), Giné and Nickl (2016), and references therein, for

background definitions and more details.

Let U ,V ⊆ Rq. We define U − V = {u − v : u ∈ U ,v ∈ V}. We define U△V = (U \ V) ∪ (V \ U).
Let det(A) be the determinant of the matrix A. Let Φ(z) be the distribution function of Normal(0, 1), and

Bern(p) denote the Bernoulli distribution with parameter p ∈ (0, 1). For a real-valued random variable X,

the Lp-norm is defined as ∥X∥p = E[|X|p]1/p for 1 ≤ p < ∞. The σ-algebra generated by X is denoted

by σ(X). For α > 0, the ψα-norm of X is given by ∥X∥ψα
= min

{
λ > 0 : E

[
exp

(( |X|
λ

)α)] ≤ 2
}
. For

x ∈ Rq and r > 0, let B(x, r) denote the Euclidean ball with radius r centered at x. For a matrix A ∈ Rq×q,
∥A∥ denotes its operator norm. Using standard empirical process notation, En[f(xi)] denotes the empirical

average n−1
∑n
i=1[f(xi)−E[f(xi)]] based on random sample (xi : 1 ≤ i ≤ n). For sequences of real numbers,

we write an = Ω(bn) if there exists some constant C and N > 0 such that n > N implies |an| ≥ C|bn|.
Let S ⊆ Rq and Q be a measure on (S,B(S)). The semi-metric dQ on L2(Q) is defined by dQ(f, g) =(

∥f − g∥2Q,2 −
( ∫

f dQ −
∫
g dQ

)2)1/2
, for f, g ∈ L2(Q). For a class F ⊆ L2(Q), let C(F, dQ) denote the

class of all continuous functionals on the space (F, dQ). For α > 0, the Cα-norm of a real-valued measurable

function f on (S,B(S)) is given by ∥f∥Cα = max|k|≤⌊α⌋ supx∈S |Dkf(x)|+max|k|=α supx ̸=y∈S
|Dkf(x)−Dkf(y)|

∥x−y∥α−⌊α⌋
2

.

The space Cα(S) denotes the collection of all real-valued measurable functions on (S,B(S)) with Cα-norm

bounded by 1. For real-valued functions f, g on (Rd,B(Rd)), the convolution of f and g is the function

f ∗ g such that f ∗ g(x) =
∫∞
−∞ f(y)g(x − y)dy, x ∈ R. If F and G are two sets of functions from measure

space (U ,B(U)) to R and (V,B(V)) to R, respectively, then F · G denotes the class of measurable functions

{f ·g : f ∈ F, g ∈ G} from (U×V,B(U)⊗B(V)) to R. For a semi-metric space (F, d) of real-valued measurable

functions on (S,B(S)), N[ ](ε,F, d) denotes the bracketing number.

For a probability measure P on (S,B(S)), a P -Brownian bridge is a centered Gaussian random function

(WP (f) : f ∈ L2(P )) with covariance given by E[WP (f)WP (g)] = P (fg) − P (f)P (g) for f, g ∈ L2(P ). A

class F ⊆ L2(P ) is said to be P -pregaussian if there exists a version of the P -Brownian bridge WP such that

WP ∈ C(F; dP ) almost surely.

Finally, we use an ≲ bn to denote that an = O(bn) with only a universal constant, not a function

of the data generating process or related parameters. For K ∈ N, we repeatedly employ the index sets

IK = {(j, k) ∈ N× N : 1 ≤ j ≤ K, 0 ≤ k < 2K−j} and JK = {(j, k) ∈ N× N : 0 ≤ j ≤ K, 0 ≤ k < 2K−j}.

SA-I.1 Additional Main Definitions

Let F be a class of measurable functions from a probability space (Rq,B(Rq),P) to R. We introduce several

additional definitions that capture properties of F, complementing those in Section 2.1.

Definition SA.1. For a non-empty C ⊆ Rq, the smoothed uniform total variation of F over C is

TV∗F,C = sup
f∈F

inf
(fℓ)ℓ∈N

lim sup
ℓ→∞

TV{fℓ},C ,

where the infimum is taken over all sequences of functions (fℓ)ℓ∈N such that fℓ → f ∈ F a.s.-m on (C,B(C)),
and fℓ is differentiable and bounded by 2MF,C on C for all ℓ ≥ 1.
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Definition SA.2. For a non-empty C ⊆ Rq, the smoothed uniform local total variation of F over C is a

positive number K∗F,C such that for any cube D ⊆ Rq with edges of length ℓ parallel to the coordinate axises,

TV∗F,D∩C ≤ K∗F,Cℓ
d−1.

Suppose S is also a class of measurable functions from the probability space (Rq,B(Rq),P) to R. We

generalize the definition of the uniform covering number to F × S.

Definition SA.3. For a non-empty C ⊆ Rq, the uniform covering number of F×S with envelope MF,CMS,C

over C is

NF×S,C(δ,MF,CMS,C) = sup
µ
N(F × S, λµ, δ∥MF,CMS,C∥µ,2), δ ∈ (0,∞),

where the supremum is taken over all finite discrete measures on (C,B(C)), and λµ is the semi-metric on

F × S defined by

λµ((f1, g1), (f2, g2))
2 =

∫
C
(f1(x)g1(x)− f2(x)g2(x))

2 dµ(x).

We assume that MF,C(u) and MS,C(u) are finite for every u ∈ C.

Definition SA.4. For a non-empty C ⊆ Rq, the uniform entropy integral of F× S with envelope MF,CMS,C

over C is

JC(δ,F × S,MF,CMS,C) =

∫ δ

0

√
1 + log NF×S,C(ε,MF,CMS,C) dε,

where it is assumed that MF,C(u)MS,C(u) is finite for every u ∈ C.

SA-II General Empirical Process

Recall that xi ∈ X ⊆ Rd, i = 1, . . . , n, are i.i.d. random vectors supported on a background probability

space (Ω,F ,P), and the general empirical process is

Xn(h) =
1√
n

n∑
i=1

(
h(xi)−E[h(xi)]

)
, h ∈ H,

where H is a possibly n-varying class of functions. As briefly explained after Theorem 1 is presented in the

paper, its proof relies on the following decomposition:

∥Xn − ZXn ∥H
≤ ∥Xn −Xn ◦ πHδ

∥H + ∥Xn − ZXn ∥Hδ
+ ∥ZXn ◦ πHδ

− ZXn ∥H
≤ ∥Xn −Xn ◦ πHδ

∥H + ∥Xn − Π0Xn∥Hδ
+ ∥Π0Xn − Π0Z

X
n ∥Hδ

+ ∥Π0ZXn − ZXn ∥Hδ
+ ∥ZXn ◦ πHδ

− ZXn ∥H,

where Hδ denotes a discretization (or meshing) of H (i.e., δ-net of H), and the terms ∥Xn−Xn ◦πHδ
∥H and

∥ZXn ◦πHδ
−ZXn ∥H capture the fluctuations (or oscillations) of Xn and ZXn relative to the meshing for each of

the stochastic processes. These terms are handled using standard arguments for empirical processes. Then,
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following Rio (1994), the term ∥Xn−ZXn ∥Hδ
is further decomposed into three terms: ∥Π0Xn−Π0Z

X
n ∥Hδ

and

∥Π0ZXn −ZXn ∥Hδ
represent a mean square projection onto a Haar function space, where Π0Xn(h) = Xn ◦Π0h

with Π0 the L2 projection onto piecewise constant functions on a carefully chosen partition of X , while

the final term ∥Π0Xn − Π0Z
X
n ∥Hδ

captures the coupling between the projected empirical process and the

projected Gaussian process (on a δ-net of H, after the L2 projection).

The proof of Theorem 1 first constructs the Gaussian process (ZXn (h) : h ∈ H) on a possibly enlarged

probability space supporting the empirical process (Xn(h) : h ∈ H), and then bounds each of the five error

terms described above. The proof is given in Section SA-II.3, and it exploits the existence of a surrogate

measure and normalizing transformation (Section SA-II.2), along with a collection preliminary technical

results (Section SA-II.1) that may be of independent interest. More specifically, our preliminary technical

results are organized as follows:

• Section SA-II.1.1 introduces a class of recursive quasi-dyadic cells expansion of X , which we employ to

generalize prior dyadic cell results in the literature.

• Section SA-II.1.2 introduces the L2 projection onto piecewise constant functions, which can be written as

a linear combination of the Haar basis based on the cells. As a consequence, the empirical process indexed

by L2-projected functions can be written as linear combinations of counts of i.i.d. data.

• Section SA-II.1.3 constructs the Gaussian process (ZXn (h) : h ∈ H). Since the constant approximation

within each recursive partitioning cell generates counts based on i.i.d. data, the construction boils down to

coupling binomial random variables with Gaussian random variables. The celebrated Tusnády’s inequality

couples Bin(n, 12 ) with Normal(n2 ,
n
4 ), and gives an almost sure bound on the coupling error. In particular,

the Gaussian random variable is given by a quantile transformation of the binomial random variable.

Building on the quantile transformation idea, our Lemma SA.4 studies the coupling between Bin(n, p) and

Normal(np, np(1− p)), with the error bound given on a high probability set. Due to the dyadic correlation

structure, a conditional quantile transformation is used to generated the Binomial–Gaussian pairs down

the dyadic cells. Since the constructed Gaussian random variables have a joint distribution that coincides

with the Brownian bridge integrated on cells, the Skorohod embedding lemma (Dudley, 2014, Lemma

3.35) is then used to construct the Brownian bridge (ZXn (h) : h ∈ H) on a possibly enriched probability

space supporting the data distribution.

• Section SA-II.1.4 handles the meshing errors ∥Xn −Xn ◦ πHδ
∥H and ∥ZXn ◦ πHδ

− ZXn ∥H using standard

empirical process results, which give the contribution F(δ) emerging from Talagrand’s inequality (Giné and

Nickl, 2016, Theorem 3.3.9) combined with a standard maximal inequality (Chernozhukov et al., 2014,

Theorem 5.2). This allows us to focus on the error on the δ-net to study ∥Xn − ZXn ∥Hδ
.

• Section SA-II.1.5 handles the strong approximation error ∥Π0Xn − Π0Z
X
n ∥Hδ

. Building on the Tusnády’s

Lemma, Rio (1994, Theorem 2.1) established a remarkable coupling result for bounded functions L2-

projected on a dyadic cells expansion of X . Our Lemma SA.7 builds on his powerful ideas, and establishes

an analogous result for the case of Lipschitz functions L2-projected on dyadic cells expansions of X ,

thereby obtaining a tighter coupling error. A limitation of these results is that they only apply to a dyadic

cell expansion due to the specifics of Tusnády’s Lemma. Leveraging the coupling between Bin(n, p) and

Normal(np, np(1− p)), our Lemma SA.8 established a coupling result for bounded functions L2-projected

on a quasi-dyadic cells, although the result is restricted to a high probability event.
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• Section SA-II.1.6 handles the L2-projection errors ∥Xn − Π0Xn∥Hδ
and ∥Π0ZXn − ZXn ∥Hδ

using Bernstein

inequality, and taking into account explicitly the potential Lipschitz structure of the functions as well as

the generic cell structure.

Section SA-II.2 introduces a reduction argument via the surrogate measure and the normalizing trans-

formation in order to apply the preliminary technical results from Section SA-II.1 to prove Theorem 1.

Specifically, the surrogate measure and normalizing transformation reduce the problem to the case where

xi ∼ Uniform([0, 1]d). Section SA-II.3 gives the proof of Theorem 1. Section SA-II.4 presents additional

results of independent interest, which are used in Section SA-II.5 to prove the results discussed in Section

3.2 of the paper. Finally, Section SA-II.6 provides technical details underlying Example 1 in the paper.

SA-II.1 Preliminary Technical Results

This section presents preliminary technical results that are used to prove Theorem 1. Whenever possible,

these results are presented at a higher level of generality, and therefore may be of independent theoretical

interest. Throughout this section, we employ the following assumption.

Assumption SA.1. Suppose (xi : 1 ≤ i ≤ n) are i.i.d. random vectors taking values in (Rd,B(Rd)) with

common law PX supported on X ⊆ Rd, and the following conditions hold.

(i) H is a real-valued pointwise measurable class of functions on (Rd,B(Rd),PX).

(ii) MH,X <∞ and JX (1,H, MH,X ) <∞.

Compared to the assumptions in Theorem 1, this assumption does not require the existence of a surro-

gate measure and normalizing transformation. It will be applied in the analysis of each term in the error

decomposition, where we work with the PX distribution. Section SA-II.2 illustrates how the normalizing

transformation enables the use of the surrogate measure QH, providing greater flexibility in the data gen-

erating process. This reduction through the normalizing transformation is a crucial step in the proof of

Theorem 1 (Section SA-II.3).

SA-II.1.1 Cells Expansions

We introduce two definitions of quasi-dyadic cells expansions. Recall that IK = {(j, k) ∈ N × N : 1 ≤ j ≤
K, 0 ≤ k < 2K−j} and JK = {(j, k) ∈ N× N : 0 ≤ j ≤ K, 0 ≤ k < 2K−j}.

Definition SA.5 (Quasi-Dyadic Expansion). A collection of Borel measurable sets in Rd, CK(P, ρ) =

{Cj,k : (j, k) ∈ JK}, is called a quasi-dyadic expansion of depth K with respect to probability measure P if

the following three conditions hold:

(i) P(CK,0) = 1.

(ii) Cj,k = Cj−1,2k ⊔ Cj−1,2k+1, for all (j, k) ∈ JK .

(iii) max0≤k<2K P(C0,k)/min0≤k<2K P(C0,k) ≤ ρ <∞.

When ρ = 1, CK(P, 1) is called a dyadic expansion of depth K with respect to P.
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This definition implies 1
2

2
1+ρ ≤ P(Cj−1,2k)/P(Cj,k) ≤ 1

2
2ρ
1+ρ for all (j, k) ∈ IK , since each Cj−1,l is a

disjoint union of 2j−1 cells of the form C0,k, which implies the third condition in Definition SA.5. Furthermore,

P(Cj−1,2k) = P(Cj−1,2k+1) =
1
2P(Cj,k) in the special case ρ = 1, that is, the child level cells are obtained by

splitting the parent level cells dyadically in probability.

The next definition specializes the dyadic expansion scheme to axis-aligned splits.

Definition SA.6 (Axis-Aligned Quasi-Dyadic Expansion). A collection of Borel measurable sets in Rd,
AK(P, ρ) = {Cj,k : (j, k) ∈ JK}, is an axis-aligned quasi-dyadic expansion of depth K with respect to

probability measure P if it can be constructed via the following procedure:

(i) Initialization (q = 0): Take CK−q,0 = Supp(P).

(ii) Iteration (q = 1, . . . ,K): Given CK−l,k for 0 ≤ l ≤ q − 1, 0 ≤ k < 2l, take s = (q mod d) + 1, and

construct CK−q,2k = CK−q+1,k ∩ {x ∈ Rd : e⊤s x ≤ cK−q+1,k} and CK−q,2k+1 = CK−q+1,k ∩ {x ∈ Rd :

e⊤s x > cK−q+1,k} where cK−q+1,k is a number chosen so that P(CK−q,2k)/P(CK−q+1,k) ∈ [ 1
1+ρ ,

ρ
1+ρ ]

for all 0 ≤ k < 2q−1. Continue until the collection (C0,k : 0 ≤ k < 2K) has been constructed.

If ρ = 1 and P is continuous, then AK(P, ρ) is unique.

SA-II.1.2 Projection onto Piecewise Constant Functions

For a quasi-dyadic expansion CK(P, ρ), the span of the Haar basis based on the terminal cells is

EK = Span{1C0,k
: 0 ≤ k < 2K}.

For h ∈ L2(P), the mean square projection of h onto EK is

Π0(CK(P, ρ))[h] =
∑

0≤k<2K

1C0,k

P(C0,k)

∫
C0,k

h(u)dP(u).

Because Π0(CK(P, ρ))[h] is a linear combination of Haar functions, we obtain the following orthogonal de-

composition.

Lemma SA.1. For a quasi-dyadic expansion CK(P, ρ) and any h ∈ L2(P), the mean square projection

Π0(CK(P, ρ))[h] satisfies

Π0(CK(P, ρ))[h] = βK,0(h)eK,0 +
∑

1≤j≤K

∑
0≤k<2K−j

β̃j,k(h)ẽj,k,

where

βj,k(h) =
1

P(Cj,k)

∫
Cj,k

h(u)dP(u), β̃j,k(h) = βj−1,2k(h)− βj−1,2k+1(h),

ej,k = 1Cj,k
, ẽj,k =

P(Cj−1,2k+1)

P(Cj,k)
ej−1,2k −

P(Cj−1,2k)

P(Cj,k)
ej−1,2k+1,

for all (j, k) ∈ IK = {(j, k) ∈ N× N : 1 ≤ j ≤ K, 0 ≤ k < 2K−j}.
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Proof of Lemma SA.1. First, we show that {eK,0} ∪ {ẽj,k : (j, k) ∈ IK} is an orthogonal basis. For each

(j, k) ∈ IK ,

⟨eK,0, ẽj,k⟩ =
∫
Rd

P(Cj−1,2k+1)

P(Cj,k)
ej−1,2k(u)dP(u)−

∫
Rd

P(Cj−1,2k)

P(Cj,k)
ej−1,2k+1(u)dP(u)

=
P(Cj−1,2k+1)P(Cj−1,2k)

P(Cj,k)
− P(Cj−1,2k)P(Cj−1,2k+1)

P(Cj,k)
= 0,

where ⟨·, ·⟩ denotes the inner product on L2(P) given by ⟨f, g⟩ =
∫
Rd f(u)g(u)dP(u), f, g ∈ L2(P). Let

(j1, k1), (j2, k2) ∈ IK such that (j1, k1) ̸= (j2, k2). We show ⟨ej1,k1 , ej2,k2⟩ = 0 by considering two cases.

• Case 1 : j1 = j2 and k1 ̸= k2, then ẽj1,k1 and ẽj2,k2 have different support, hence ⟨ẽj1,k1 , ẽj2,k2⟩ = 0.

• Case 2 : j1 ̸= j2 and, without loss of generality, we assume j1 < j2. By (1) in Definition SA.5, either

Cj1,k1 ∩ Cj2,k2 = ∅ or Cj1,k1 ⊂ Cj2,k2 .

In the first case, we also have ⟨ẽj1,k1 , ẽj2,k2⟩ = 0. In the second case, using (1) in Definition SA.5 again,

either Cj1,k1 ⊆ Cj2−1,2k2 or Cj1,k1 ⊆ Cj2−1,2k2+1. Assume, without loss of generality, that Cj1,k1 ⊆ Cj2−1,2k2 .

Then, for any (j1, k1), (j2, k2) ∈ IK ,

⟨ẽj1,k1 , ẽj2,k2⟩

= ⟨ẽj1,k1 ,
P(Cj2−1,2k2)

P(Cj2,k2)
ej2−1,2k2⟩

=
P(Cj2−1,2k2)

P(Cj2,k2)

[ ∫
Rd

P(Cj1−1,2k1+1)

P(Cj1,k1)
ej1−1,2k1(u)dP(u)−

∫
Rd

P(Cj1−1,2k1)

P(Cj1,k1)
ej1−1,2k1+1(u)dP(u)

]
= 0.

Thus, {eK,0} ∪ {ẽj,k : (j, k) ∈ IK} is an orthogonal basis for EK , and the L2 projection for all h ∈ L2(P) is

Π0(CK(P, ρ))[h] =
⟨h, eK,0⟩

⟨eK,0, eK,0⟩
eK,0 +

∑
1≤j≤K

∑
0≤k<2K−j

⟨h, ẽj,k⟩
⟨ẽj,k, ẽj,k⟩

ẽj,k.

For all (j, k) ∈ IK , the coefficients are given by

⟨h, ẽj,k⟩
⟨ẽj,k, ẽj,k⟩

=

∫
Rd h(u)ẽj,k(u)dP(u)∫

Rd ẽj,k(u)ẽj,k(u)dP(u)

=
P(Cj−1,2k+1)P(Cj−1,2k)P(Cj,k)−1βj−1,2k(h)−P(Cj−1,2k)P(Cj−1,2k+1)P(Cj,k)−1βj−1,2k+1(h)

P(Cj−1,2k+1)2P(Cj−1,2k)P(Cj,k)−2 +P(Cj−1,2k)2P(Cj−1,2k+1)P(Cj,k)−2

=
P(Cj−1,2k+1)P(Cj−1,2k)P(Cj,k)−1βj−1,2k(h)−P(Cj−1,2k)P(Cj−1,2k+1)P(Cj,k)−1βj−1,2k+1(h)

P(Cj−1,2k+1)P(Cj−1,2k)P(Cj,k)−1

= βj−1,2k(h)− βj−1,2k+1(h) = β̃j,k(h).

Moreover,

⟨h, eK,0⟩
⟨eK,0, eK,0⟩

= P(CK,0)−1

∫
CK,0

h(u)dP(u) = βK,0(h).

This concludes the proof. □
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To save notation, we will write Π0 for Π0(CK(P, ρ)) whenever the underlying cells expansion is clear from

the context. For a class of functionsH on (Rd,B(Rd),P) such thatH ⊆ L2(P), denote Π0H = {Π0h : h ∈ H}.

SA-II.1.3 Strong Approximation Constructions

This section employs the notations and conventions introduced in Sections SA-II.1.1 and SA-II.1.2. Unless

explicitly stated otherwise, we assume a quasi-dyadic expansion CK(PX , ρ) is given. Let (ξ̃j,k : (j, k) ∈ IK)

be i.i.d. standard Gaussian random variables. Let F(j,k),m be the cumulative distribution function of (Sj,k−
mpj,k)/

√
mpj,k(1− pj,k), where Sj,k is a Bin(m, pj,k) random variable with pj,k = PX(Cj−1,2k)/PX(Cj,k),

and G(j,k),m(t) = inf{x : F(j,k),m(x) ≥ t}.
We define the collection of random variables (Uj,k : (j, k) ∈ JK) and (Ũj,k : (j, k) ∈ IK) via the following

iterative scheme:

1. Initialization (j = K): UK,0 = n.

2. Iteration (j = K,K − 1, . . . , 1): For each 1 ≤ j ≤ K, and given (Ul,k : j < l ≤ K, 0 ≤ k < 2K−l), solve

for (Uj,k : 0 ≤ k < 2K−j) such that

Ũj,k =
√
Uj,kpj,k(1− pj,k)G(j,k),Uj,k

◦ Φ(ξ̃j,k),

Ũj,k = (1− pj,k)Uj−1,2k − pj,kUj−1,2k+1 = Uj−1,2k − pj,kUj,k,

Uj−1,2k + Uj−1,2k+1 = Uj,k, (SA-1)

where 0 ≤ k < 2K−j . Continue till (U0,k : 0 ≤ k < 2K) are defined.

Then, (Uj,k : (j, k) ∈ JK) has the same joint distribution as (
∑n
i=1 ej,k(xi) : (j, k) ∈ JK) from Lemma

SA.1. By the Vorob’ev–Berkes–Philipp theorem (Dudley, 2014, Theorem 1.31), (ξ̃j,k : (j, k) ∈ IK) can

be constructed on a possibly enlarged probability space such that the previously constructed Uj,k satisfies

Uj,k =
∑n
i=1 ej,k(xi) almost surely for all (j, k) ∈ JK . We will show that the ξ̃j,k’s can be given as a

Brownian bridge indexed by ẽj,k’s from Lemma SA.1. Recall the definitions given in Section SA-II.1.2.

Lemma SA.2. Suppose Assumption SA.1 holds, and a quasi-dyadic expansion CK(PX , ρ) is given. Then,

H ∪ Π0H ⊆ L2(PX) and is PX-pregaussian.

Proof of Lemma SA.2. To simplify notation, the parameters of H (Definitions 4 to 12) are taken with

C = X , and the index C is omitted. Since MH < ∞, H ∪ Π0H ⊆ L2(PX). Definition of Π0 from Section SA-

II.1.2 implies that MH is an envelope for Π0H.

Claim: For all 0 < δ < 1, J(Π0H, MH, δ) ≤ J(H, MH, δ).

Proof of Claim: Let Q be a finite discrete measure on X . Let f, g ∈ H. Then, by the definition of Π0 and

Jensen’s inequality,

∥Π0f − Π0g∥2Q,2 ≤
∑

0≤k<2K

Q(C0,k)2K
∫
C0,k

(f − g)2dPX .

Define a measure Q̃ such that for any A ∈ B(Rd), Q̃(A) =
∑

0≤k<2K Q(C0,k)2KPX(A ∩ C0,k), then

∥Π0f − Π0g∥2Q,2 ≤ ∥f − g∥2
Q̃,2

.
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Take L to be a δMH-net of H over X with respect to ∥·∥Q̃,2 with cardinality no greater than NH(δ, MH). Let

Π0f be in an arbitrary function in Π0H, there exists g ∈ L such that ∥Π0f − Π0g∥2Q,2 ≤ ∥f − g∥2
Q̃,2

≤ δ2M2H.

The claim then follows.

It follows from the claim and (ii) from Assumption SA.1 that J(1,H ∪ Π0H, MH) < ∞. By Dominated

Convergence Theorem, limδ↓0 J(δ,H ∪ Π0H) <∞. Since MH <∞, H ∪ Π0H is totally bounded with respect

to ∥·∥PX ,2. By separability of H and van der Vaart and Wellner (2013, Corollary 2.2.9), H ∪ Π0H is PX -

pregaussian. □

Under the conditions of Lemma SA.2, take (ZXn (h) : h ∈ H ∪ Π0H) to be a PX -Brownian bridge such

that ZXn (·) ∈ C(H ∪ Π0H, dPX
) almost surely. Since (ZXn (ẽj,k) : (j, k) ∈ IK) are independent random

variables with distribution Normal(0,PX(Cj−1,2k)PX(Cj−1,2k+1)PX(Cj,k)−1) for (j, k) ∈ IK , by Skorohod

Embedding lemma (Dudley, 2014, Lemma 3.35), on a possibly enlarged probability space, the Brownian

bridge (ZXn (h) : h ∈ H ∪ Π0H) can be constructed such that it satisfies

ξ̃j,k =

√
PX(Cj,k)

PX(Cj−1,2k)PX(Cj−1,2k+1)
ZXn (ẽj,k), (SA-2)

for all (j, k) ∈ IK . Moreover, for all g ∈ Π0H,

√
nXn(g) =

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)Ũj,k and
√
nZXn (g) =

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)Ṽj,k,

where Ṽj,k =
√
nZXn (ẽj,k) for all (j, k) ∈ IK . The difference between Xn(g) and Z

X
n (g), for all g ∈ Π0H, will

rely on the coefficient (β̃j,k(g) : (j, k) ∈ IK , g ∈ Π0H) and the coupling between Ũj,k and Ṽj,k, which is the

essence of Theorem 2.1 in Rio (1994). Although Rio (1994, Theorem 2.1) is stated for i.i.d. Uniform([0, 1])

random variables, the underlying process only depends through the counts of the random variables taking

values in each interval of the form [k2−j , (k+1)2−j) for (j, k) ∈ JK , which have the same distribution as the

counts (
∑n
i=1 1(xi ∈ Cj,k) : (j, k) ∈ JK). Therefore, we have the following corollary of Rio (1994, Theorem

2.1) under Assumption SA.1. Recall the definitions given in Section SA-II.1.2.

Lemma SA.3. Suppose Assumption SA.1 holds, a dyadic expansion CK(PX , 1) is given, and (ZXn (h) : h ∈
H ∪ Π0H) is the Gaussian process constructed as in (SA-2) on a possibly enlarged probability space. Then,

for any g ∈ Π0H and any t > 0,

P

(√
n
∣∣Xn(g)− ZXn (g)

∣∣ ≥ 24
√
∥g∥2EK

t+ 4
√
C{g},Kt

)
≤ 2 exp(−t),

where

∥g∥2EK
=

K∑
j=1

∑
0≤k<2K−j

|β̃j,k(g)|2

using the definitions in Lemma SA.1, and

CF,K = sup
f∈F

min

{
sup

(j,k)∈IK

[ ∑
1≤l<j

(j − l)(j − l + 1)2l−j
∑

0≤m<2K−l:Cl,m⊆Cj,k

β̃2
l,m(f)

]
+ M2{f},CK,0

,KM2{f},CK,0

}
,

for any F ⊆ H ∪ Π0H.
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Proof of Lemma SA.3. Let (wi : 1 ≤ i ≤ n) be i.i.d. Uniform([0, 1]), and Ij,k = [k2−j , (k + 1)2−j) for

(j, k) ∈ JK . Take B to be a Brownian bridge on [0, 1], that is, there exists a standard Wiener process W

such that B(t) =W (t)− tW (1) for all t ∈ [0, 1]. Take

vj,k =
√
n

∫ 1

0

1(t ∈ Ij,k)dB(t), (j, k) ∈ JK ,

ṽj,k = vj−1,2k − vj−1,2k+1, (j, k) ∈ IK .

Take Fm to be the cumulative distribution function of (Sm− 1
2m)/

√
m/4, where Sm is a Bin(m, 1/2) random

variable, and Gm(t) = inf{x : Fm(x) ≥ t}. Define uj,k’s and ũj,k’s via the iterative quantile transformation:

1. Initialization: uK,0 = n.

2. Iteration: For each 0 ≤ j ≤ K − 1, and given (ul,k : 0 ≤ k < 2K−l, j < l ≤ K), then solve for

(uj,k : 0 ≤ k < 2K−j) such that

ũj,k =
1

2

√
uj,kGuj,k

◦ Φ(ξ̃j,k),

ũj,k =
1

2
uj−1,2k −

1

2
uj−1,2k+1 = uj−1,2k −

1

2
uj,k,

uj−1,2k + uj−1,2k+1 = uj,k,

for 0 ≤ k < 2K−j . Continue till (u0,k : 0 ≤ k < 2K) are defined.

Then uj,k’s have the same joint distribution as
∑n
i=1 1(wi ∈ Ij,k)’s. Hence, by Skorohod Embedding lemma

(Dudley, 2014, Lemma 3.35), on a rich enough probability space, we can take (B(t) : 0 ≤ t ≤ 1) such that

uj,k =
∑n
i=1 1(wi ∈ Ij,k) for all (j, k) ∈ JK , almost surely.

Observe {(ũj,k, ṽj,k) : (j, k) ∈ IK} and {(Ũj,k, Ṽj,k) : (j, k) ∈ IK} have the same joint distribution, and

(Xn(g), Z
X
n (g)) =

(
1√
n

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)Ũj,k,
1√
n

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)Ṽj,k

)
,

for all g ∈ Π0H. Thus the distribution of the process {(Xn(g), Z
X
n (g)) : g ∈ Π0H} is the same as distribution

of

(
(xn(g), zn(g)) : g ∈ Π0H

)
=

((
1√
n

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)ũj,k,
1√
n

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)ṽj,k

)
: g ∈ Π0H

)
,

We can then apply Rio (1994, Theorem 2.1) on ((xn(g), zn(g)) : g ∈ Π0H) and use its equi-distribution as

((Xn(g), Z
X
n (g)) : g ∈ Π0H) to get for any p = (p1, · · · , pK) with positive components such that

∑K
i=1 pi ≤ 1,

if we take qi = (2ipi)
−1 and

M(p, g) = 4 sup
(j,k)∈IK

[ ∑
1≤l<j

qj−l
∑

0≤m<2K−l:Cl,m⊆Cj,k

β̃2
l,m(g)

]
, g ∈ Π0H,
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then for any t > 0 and g ∈ Π0H,

P

(√
n
∣∣Xn(g)− ZXn (g)

∣∣ ≥ (
√
M(p, g) + M{g},CK,0

)t+
(( K∑

i=1

qi/2
)1/2

+ 3
)
∥g∥EK

√
t

)
≤ 2 exp(−t).

Following Rio (1994, Section 3), we choose either pi =
1
2

(
1
K + 1

i(i+1)

)
to get

M(p, g) ≤ 8KM{g},CK,0
and

K∑
i=1

qi
2
< 8,

or pi =
1

i(i+1) to get

M(p, g) ≤ sup
(j,k)∈IK

[ ∑
1≤l<j

(j − l)(j − l + 1)2l−j
∑

0≤m<2K−l:Cl,m⊆Cj,k

β̃2
l,m(g)

]
and

K∑
i=1

qi
2
< 4.

The conclusion then follows. □

Lemma SA.3 relies on a coupling of Bin(m, 1/2) random variables with Gaussian random variables. A

weaker coupling also holds for Bin(m, p) with the error term only depending on how far away p is bounded

away from 0 and 1, as the following lemma establishes.

Lemma SA.4. Suppose X ∼ Bin(m, p) where 0 < p < p < p < 1. Then, there exists a a random variable

Z ∼ Normal(0, 1), and constants c0, c1, c2, c3 > 0 only depending on p and p, such that whenever the event

A = {|X −mp| ≤ c1m} occurs and c0
√
m ≥ 1, we have∣∣∣X −mp−

√
mp(1− p)Z

∣∣∣ ≤ c2Z
2 + c3 and |X −mp| ≤ 1

c0
+ 2
√
mp(1− p)|Z|.

In particular, we can take c0 > 0 to be the solution of

60c0p

(√
1− p

p

)3

exp

(
2

√
1− p

p
c0

)
+ 60c0(1− p)

(√
p

1− p

)3

exp

(
2

√
p

1− p
c0

)
= 1,

and c1 = 15c0
√
p(1− p), c2 = 1/(15c0), c3 = 1/c0, and then set

Z = Φ−1 ◦ F
(
(X −mp)/

√
mp(1− p)

)
.

That is, Z can be taken via the quantile transformation based on F (x) = P(X −mp <
√
mp(1− p)x).

Proof of Lemma SA.4. Let (Xj : 1 ≤ j ≤ m) be i.i.d. Bern(p) with 0 < p < p < p < 1. Take

ξj = (Xj − p)/
√
mp(1− p) and Sm =

∑m
j=1 ξj . Then, for any a ∈ R,

L(a) =

m∑
j=1

E
[
|ξj |3 exp(|aξj |)

]
=

m∑
j=1

E

[∣∣∣∣ Xj − p√
mp(1− p)

∣∣∣∣3 exp(a∣∣∣ Xj − p√
mp(1− p)

∣∣∣)]

= mp

(
1− p√
mp(1− p)

)3

exp

(
a

1− p√
mp(1− p)

)
+m(1− p)

(
p√

mp(1− p)

)3

exp

(
a

p√
mp(1− p)

)
.
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Take c0 > 0 such that

60c0p

(√
1− p

p

)3

exp

(
2

√
1− p

p
c0

)
+ 60c0(1− p)

(√
p

1− p

)3

exp

(
2

√
p

1− p
c0

)
= 1.

Then, for any m ∈ N and λ = c0
√
m, we have 60λL(2λ) ≤ 1. Sakhanenko (1996, Lemma 2) implies that,

whenever c0
√
m ≥ 1 and the event {|Sm| < c0

√
m} occurs,

|Sm − Z| ≤ 1

c0
√
m

+
S2
n

60c0
√
m
.

Moreover, Z can be taken such that Z = Φ−1 ◦ F (Sm).

We then proceed as in the proof for Lemma 2 in Brown et al. (2010), where they show for each 0 < p < 1,

the coupling exits with c0 to c3 not depending on m, though they did not give explicit dependency of c0

to c3 on p. Take c1 such that c1/(60c0) < 1/2. In particular, we can take c1 = 15c0. Then, on the event

{|Sm| < c1
√
m},

|Sm − Z| ≤ 1

c0
√
m

+ |Sm| c1
√
m

60c0
√
m

≤ 1

c0
√
m

+
1

2
|Sm|.

Hence, by triangle inequality, |Sm| ≤ 2
c0

√
m

+ 2|Z|, and

|Sm − Z| ≤ 1

c0
√
m

+
1

60c0
√
m

(
2

c0
√
m

+ 2|Z|
)2

≤ 2

c0
√
m

+
2

15c0
√
m
|Z|2.

Since X =
∑m
j=1Xj ∼ Bin(m, p), whenever the event

{
|X −mp| < c1m

√
p(1− p)

}
occurs and c0

√
m ≥ 1,

∣∣∣X −mp−
√
mp(1− p)Z

∣∣∣ ≤ 2

c0

√
p(1− p) +

2

15c0

√
p(1− p)|Z|2 ≤ 1

c0
+

Z2

15c0
.

Moreover, |Sm| ≤ 2
c0

√
m

+ 2|Z| implies |X −mp| ≤ 1
c0

+ 2
√
mp(1− p)|Z|. □

This generalization of Tusnády’s Lemma enables the following strong approximation for the case of a

quasi-dyadic cells expansion.

Lemma SA.5. Suppose Assumption SA.1 holds, a quasi-dyadic expansion CK(PX , ρ) is given with ρ > 1,

and (ZXn (h) : h ∈ H∪Π0H) is the Gaussian process constructed as in (SA-2) on a possibly enlarged probability

space. Then, for any g ∈ Π0H and for any t > 0,

P

(√
n
∣∣Xn(g)− ZXn (g)

∣∣ ≥ cρ

√
∥g∥2EK

t+ cρ
√
C{g},Kt

)
≤ 2 exp(−t) + 2K+2 exp

(
− cρn2

−K),
where cρ is a constant that only depends on ρ, and ∥g∥2EK

and C{g},K are defined in Lemma SA.3.

Proof of Lemma SA.5. We adopt the coupling method from Section 2 of Rio (1994), extending it to

accommodate quasi-dyadic cells. Instead of applying the well-known Tusnády inequality as in Rio (1994),

which states that for X ∼ Bin(m, 12 ), there exists Z ∼ Normal(0, 1) such that almost surely:∣∣∣∣X − m

2
−
(√

m

2

)
Z

∣∣∣∣ ≤ 1 +
Z2

8
, and |X − m

2
| ≤ 1 +

√
m

2
|Z|,

12



we rely on Lemma SA.4, which allows for coupling in the case of Bin(m, p) with p ̸= 1
2 , though restricted to

a high-probability set. The proof proceeds in two parts: Part 1 establishes an upper bound for the small-

probability event where the coupling inequalities from Lemma SA.4 fail to hold; Part 2 decomposes the error

Xn(g)−ZXn (g) into the coupling errors corresponding to each pair of cells (Cj−1,2k, Cj−1,2k+1), following the

strategy in Rio (1994), while accounting for the restriction to the high-probability set.

Part 1: Strong Approximation Set-up. By the construction at Equation (2), condition on Uj,k, Ũj,k

has the same distribution as 2Bin(Uj,k, pj,k) − Uj,k, and the conditional quantile transformation relation

Ũj,k =
√
Uj,kpj,k(1− pj,k)G(j,k),Uj,k

◦ Φ(ξ̃j,k) holds. This allows for application of Lemma SA.4. Let p = ρ,

p = ρ−1, c0 to be the positive solution of

60c0p

(√
1− p

p

)3

exp

(
2

√
1− p

p
c0

)
+ 60c0(1− p)

(√
p

1− p

)3

exp

(
2

√
p

1− p
c0

)
= 1,

c1 = 15c0
√
p(1− p), c2 = 1/(15c0), and c3 = 1/c0. Consider the small probability set A where the coupling

inequalities from Lemma SA.4 are not guaranteed to hold,

A =
{
|Ũj,k| ≤ c1Uj,k : (j, k) ∈ IK

}
,

and notice that we can always take c1 ≤ 1 because |Ũj,k| ≤ Uj,k almost surely. Using Lemma SA.4 conditional

on Uj,k, whenever A occurs, ∣∣∣∣Ũj,k −√Uj,kpj,k(1− pj,k)ξ̃j,k

∣∣∣∣ < c2ξ̃
2
j,k + c3,∣∣∣Ũj,k∣∣∣ ≤ 1/c0 + 2

√
pj,k(1− pj,k)|ξ̃j,k|,

(SA-3)

for all (j, k) ∈ IK .

To boundP(Ac), first notice that by Chernoff’s inequality for Binomial distribution, P(Uj,k ≤ E[Uj,k]/2) ≤
exp(−E[Uj,k]/8) for all (j, k) ∈ IK , and P(Uj,k ≤ 2−1ρ−1n2j−K) ≤ exp(−8−1ρ−1n2j−K) for all (j, k) ∈ IK
because ρ−1n2j−K ≤ E[Uj,k] ≤ ρn2j−K . Furthermore, using Hoeffding’s inequality and the fact that

Ũj,k = Uj−1,2k − pj,kUj,k = Uj−1,2k −E[Uj−1,2k|Uj,k],

P

(
|Ũj,k| ≥ c1Uj,k

∣∣∣Uj,k ≥ 1

2
ρ−1n2−K+j

)
≤ 2 exp

(
−c

2
1n2

−K+j

3ρ

)
.

Putting these together, and using the union bound,

P(Ac) ≤
∑

(j,k)∈IK

P(|Ũj,k| > c1Uj,k)

≤
∑

(j,k)∈IK

P

(
Uj,k ≤ 1

2
ρ−1n2−K+j

)
+P

(
|Ũj,k| ≥ c1Uj,k

∣∣∣Uj,k ≥ 1

2
ρ−1n2−K+j

)

≤
K∑
j=1

∑
0≤k<2K−j

{
exp(−8−1ρ−1n2j−K) + 2 exp(−c21ρ−1n2j−K/3)

}
≤ 3 · 2K exp(−min{c21/3, 1/8}ρ−1n2−K). (SA-4)
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Part 2: Bounding Strong Approximation Error. We show that the proof of Theorem 2.1 in Rio (1994)

still goes through for an approximate dyadic scheme. In other words, we show that the approximate dyadic

scheme gives essentially the same Gaussian coupling rates as the dyadic scheme (Section SA-II.1.1). We

employ the same notation as in Rio (1994), and for g ∈ Π0H, define

∆(g) = (X − Z)(g), X(g) =

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)Ũj,k, Z(g) =

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)Ṽj,k,

∆1(g) = (X − Y )(g), Y (g) =

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)
√
Uj,kp̃j,k(1− p̃j,k)ξ̃j,k,

∆2(g) = (Y − Z)(g)

It suffices to verify the following two claims.

Claim 1: E[exp(t∆1(g))1(A)] ≤
∏K
j=1

∏
0≤k<2K−j E[cosh(tβ̃j,k(g)(2 + ξ̃2j,k/4))] for all g ∈ Π0H. Then, it

follows from the proof of Lemma 2.2 in Rio (1994) that

logE[exp(4t∆1(g))1(A)] ≤ −83

3
c2ρ

 K∑
j=1

∑
0≤k<2K−j

β̃2
j,k(g)

 log(1− t2),

for all |t| < 1.

Claim 2: E[exp(t∆2)1(A)] ≤ E[exp(tcρ∆3)] for all t > 0, where

∆3(g) =

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)ξ̃j,k

1 +

K∑
l=j

∑
0≤q<2K−l

2−|j−l|/2∣∣ξ̃l,q∣∣1(Cl,q ⊇ Cj,k)

 ,

for all g ∈ Π0H, and cρ a constant that only depends on ρ.

Proof of Claim 1: Let Fj = σ({ξ̃l,k : j < l ≤ K, 0 ≤ k < 2K−l}) for all 1 ≤ j < K. In particular,

σ({Ul,k : j ≤ l ≤ K, 0 ≤ k < 2K−l}) ⊆ Fj . Then, by Equation SA-3, for all t ∈ R,

E

exp
t ∑

0≤k<2K−j

β̃j,k(g)

(
Ũj,k −

√
Uj,kp̃j,k(1− p̃j,k)ξ̃j,k

)1(A)

∣∣∣∣Fj


≤ E

 ∏
0≤k<2K−j

cosh
(
tβ̃j,k(g)(c2ξ̃

2
j,k + c3)

)
1(A)

∣∣∣∣∣∣Fj
 .

Then, we will use the same induction argument as in the proof of Lemma 2.2 in Rio (1994): let

Sj(t) = exp

t ∑
0≤k<2K−j

β̃j,k(g)

(
Ũj,k −

√
Uj,kp̃j,k(1− p̃j,k)ξ̃j,k

) ,
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so that E[exp(t∆1)1(A)] = E[
∏K
j=1 Sj(t)1(A)], and

Tj(t) =
∏

0≤k<2K−j

cosh
(
tβ̃j,k(g)(c2ξ̃

2
j,k + c3)

)
,

so that
∏K
j=1

∏
0≤k<2K−j E[cosh(tβ̃j,k(2 + ξ̃2j,k/4))] = E[

∏K
j=1 Tj(t)]. By Equation SA-3, for all 1 ≤ j ≤ K,

E

[
Sj(t)

j−1∏
l=1

Tl(t)1(A)

∣∣∣∣∣Fj
]
≤ E

[
j∏
l=1

Tl(t)1(A)

∣∣∣∣∣Fj
]
.

It follows that

E[exp(t∆1)1(A)] = E

 K∏
j=1

Sj(t)1(A)

 = E

E [S1(t)1(A)|F1]

K∏
j=2

Sj(t)

 ≤ E

E [T1(t)1(A)|F1]

K∏
j=2

Sj(t)


= E

E [T1(t)S2(t)1(A)|F2]

K∏
j=3

Sj(t)

 ≤ E

E [T1(t)T2(t)1(A)|F2]

K∏
j=3

Sj(t)


≤ E

 K∏
j=1

Tj(t)1(A)

 ≤ E

 K∏
j=1

Tj(t)

 =

K∏
j=1

∏
0≤k<2K−j

E[cosh(tβ̃j,k(h)(c2ξ̃
2
j,k + c3))]

≤
K∏
j=1

∏
0≤k<2K−j

E[cosh(tcρβ̃j,k(h)(ξ̃
2
j,k/4 + 2))]

where in the last line, we have used independence of (ξ̃j,k : 1 ≤ j ≤ K, 0 ≤ k < 2K−j). Without loss of

generality, we assume that cρ supx∈CK,0
|g(x)| ≤ 1. Since we know (ξ̃j,k, 1 ≤ j ≤ K, 0 ≤ k < 2K−j) are

i.i.d. standard Gaussian, the same upper bound established in Rio (1994) for the right hand side of the last

display holds: for all g ∈ Π0H, |t| < 1,

logE[exp(4t∆1(g))1(A)] ≤ −83

3
cρ2

 K∑
j=1

∑
0≤k<2K−j

β̃2
j,k(h)

 log(1− t2) = h∆1
(t), (SA-5)

which concludes the verification of the first claim.

Proof of Claim 2: Denote qj,k = PX(Cj,k) for (j, k) ∈ JK . By Equation (2), for any g ∈ Π0H, we have

∆2(g) =

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)

(√
Uj,k −

√
E[Uj,k]

)√
qj−1,2kqj−1,2k+1

q2j,k
ξ̃j,k.

We will use the same strategy as in Rio (1994) adapted to the quasi-dyadic case. Fix 0 ≤ l < 2K−j and

0 ≤ j ≤ K, and let kl be the unique integer in [0, 2K−l) such that Cl,kl ⊇ Cj,k. Then,

√
U j,k −

√
E[Uj,k] =

K−1∑
l=j

√
Ul,kl

qj,k
ql,kl

−
√
Ul+1,kl+1

qj,k
ql+1,kl+1

=

K−1∑
l=j

√
qj,k

ql+1,kl+1

(√
ql+1,kl+1

ql,kl
Ul,kl −

√
Ul+1,kl+1

)
.
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By Equation SA-3, when the event A holds,∣∣∣∣√ql+1,kl+1

ql,kl
Ul,kl −

√
Ul+1,kl+1

∣∣∣∣ ≤ |Ũl,kl |√
ql+1,kl+1

ql,kl

Ul,kl +
√
Ul+1,kl+1

≤
2
√

ql+1,2kl

ql,kl

ql+1,2kl+1

ql,kl

Ul,kl |ξ̃l,kl |+min{c−1
0 , Ũl,kl}√

ql+1,kl+1

ql,kl

Ul,kl +
√
Ul+1,kl+1

≤ 2

√
ql+1,2kl+1

ql,kl
|ξ̃l,kl |+

min{c−1
0 , |Ũl,kl |}√

ql+1,kl+1

ql,kl

Ul,kl +
√
Ul+1,kl+1

.

For the first summand,

K−1∑
l=j

√
qj,k

ql+1,kl+1

2

√
ql+1,2kl+1

ql,kl
|ξ̃l,kl | =

K−1∑
l=j

√ ∏
j<s≤l

ps,ks2
√
pl,kl |ξ̃l,kl | ≤ cρ

K−1∑
l=j

2−(l−j)/2|ξ̃l,kl |.

For the second summand, we separate it into two terms as in Rio (1994). For 1(Ũl,kl ≤ 0), we have

K−1∑
l=j

√
qj,k

ql+1,kl+1

min{c−1
0 ,−Ũl,kl}√

ql+1,kl+1

ql,kl

Ul,kl +
√
Ul+1,kl+1

1(Ũl,kl ≤ 0)

=

K−1∑
l=j

√
qj,k

ql+1,kl+1

min{c−1
0 ,−Ũl,kl}√

Ul+1,kl+1
− Ũl,kl +

√
Ul+1,kl+1

1(Ũl,kl ≤ 0) ≤ cρ,

since sup0≤x≤umin{c−1
0 , x}/(

√
u+

√
u+ x) ≲ 1. For 1(Ũl,kl > 0), we have

K−1∑
l=j

√
qj,k

ql+1,kl+1

min{c−1
0 , Ũl,kl}√

ql+1,kl+1

ql,kl

Ul,kl +
√
Ul+1,kl+1

1(Ũl,kl > 0)

≤
K−1∑
l=j

√
qj,k

ql+1,kl+1

(√
Ul+1,kl+1

−
√
ql+1,kl+1

ql,kl
Ul,kl

)
1

(ql+1,kl+1

ql,kl
Ul,kl ≤ Ul+1,kl+1

≤
ql+1,kl+1

ql,kl
Ul,kl + c−1

0

)

≤
K−1∑
l=j

√
qj,k

ql+1,kl+1

√
c−1
0 =

K−1∑
l=j

√ ∏
j<s≤l

ps,ks

√
c−1
0 ≤ cρ.

It follows that when the event A holds,

∣∣∣√Uj,k −√E[Uj,k]∣∣∣ ≤ cρ

(
1 +

K−1∑
l=j

2−(l−j)/2
∑

0≤q<2K−l

|ξ̃l,q|1(Cl,q ⊇ Cj,k)
)
.

Using an induction argument, for all g ∈ Π0H, t > 0,

E[exp(t∆2(g))1(A)] ≤ E[exp(tcρ∆3(g))]. (SA-6)

For any random variable W , define γW (t) = log(E[exp(tcρW )]) for all t > 0, and hW (u) = supt>0(tu −
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γW (u)). Combining Equation (SA-5), for any g ∈ Π0H, t > 0,

P(∆1(g) ≥ t and A) ≤ inf
u>0

P(exp(∆1(g)u) ≥ exp(tu) and A) ≤ inf
u>0

exp(−tu)E[exp(∆1(g)u)1(A)]

≤ exp
(
−h∆1(g)(t)

)
= exp

(
− sup
u>0

(
tu+

83

3
c2ρ∥g∥2EK

log(1− u2/16)

))
,

hence for any t > 0,

P(|∆1(g)| ≥ Ccρ∥g∥EK

√
t+ Ct and A) = P(∆1(g) ≥ h−1

∆1(g)
(t) and A) ≤ 2 exp(−t). (SA-7)

By Equation (SA-6), for any t > 0,

P(∆2(g) ≥ t and A) ≤ inf
u>0

exp(−tu)E[exp(∆2(g)u)1(A)] ≤ exp
(
−h∆3(g)(t)

)
. (SA-8)

Since ∆3(g) only depends on ((ξ̃j,k, β̃j,k(g)) : (j, k) ∈ IK), the rest of the proof follows from Lemma 2.4 in

Rio (1994). In particular, define

∆4(g) =

K∑
j=1

∑
0≤k<2K−j

β̃j,k(g)ξ̃j,k, ∆5(g) = ∆3(g)−∆4(g),

then identifying that ∆4(g) is Gaussian and applying Rio (1994, Lemma 2.4) with two choices of pi-sequence,

pi =
1
2 (

1
K + 1

i(i+1) ) and pi =
1

i(i+1) separately on ∆5(g), we get for any t > 0, and g ∈ Π0H,

P

(
|∆2(g)| ≥ cρ∥g∥EK

√
t+ cρ

√
C{g},Kt and A

)
≤ P

(
|∆3(g)| ≥ cρ∥g∥EK

√
t+ cρ

√
C{g},Kt

)
≤ 2 exp(−t).

Combining Equation (SA-4), (SA-7) and (SA-8), we get the stated result. □

SA-II.1.4 Meshing Error

For 0 < δ ≤ 1, consider the (δMH,X )-net of (H, ∥·∥PX ,2) over X , Hδ, with cardinality no larger than

NH,X (δ, MH,X ). Define πHδ
: H 7→ H such that ∥πHδ

(h) − h∥PX ,2 ≤ δMH,X for all h ∈ H. To simplify

notation, in this section the parameters of H (Definitions 4 to 12) are taken with C = X , and the index C is

omitted whenever there is no confusion.

Lemma SA.6. Suppose Assumption SA.1 holds, a quasi-dyadic expansion CK(PX , ρ) is given, (ZXn (h) :

h ∈ H ∪ Π0H) is the Gaussian process constructed as in (SA-2) on a possibly enlarged probability space, and

Hδ is chosen in Section SA-II.1.4. Then, for all t > 0 and 0 < δ < 1,

P
[
∥Xn −Xn ◦ πHδ

∥H ≳ Fn(t, δ)
]
≤ exp(−t),

P
[
∥ZXn ◦ πHδ

− ZXn ∥H ≳ MHJ(δ,H, MH) + δMH
√
t
]
≤ exp(−t).

Proof of Lemma SA.6. Take L = {h− πHδ
(h) : h ∈ H} on (X ,B(X ),PX). Then, supl∈L∥l∥PX ,2 ≤ δMH

and, for all 0 < ε < δ,

NL(ε, MH) ≤ NL(ε, MH)NL(δ, MH) ≤ NL(ε, MH)2,
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Hence J(u,L, MH) ≤ 2J(u,H, MH) for all 0 < u < δ. By Chernozhukov et al. (2014, Theorem 5.2), we have

E[∥Xn −Xn ◦ πHδ
∥H] ≲ J(δ,H, MH)MH +

MHJ
2(δ,H, MH)

δ2
√
n

.

By Talagrand’s inequality (Giné and Nickl, 2016, Theorem 3.3.9), for all t > 0,

P

(
∥Xn −Xn ◦ πHδ

∥H ≳ J(δ,H, MH)MH +
MHJ

2(δ,H, MH)

δ2
√
n

+ δMH
√
t+

MH√
n
t

)
≤ exp(−t).

By van der Vaart and Wellner (2013, Corollary 2.2.9),

E[∥Zn − Zn ◦ πHδ
∥H] ≲ J(δ,H, MH)MHδ

.

By pointwise separability and a concentration inequality for Gaussian suprema, for all t > 0,

P

(
∥Zn − Zn ◦ πHδ

∥H ≳ J(δ,H, MH)MH + δMH
√
t
)
≤ exp(−t),

which concludes the proof. □

SA-II.1.5 Strong Approximation Errors

To simplify notation, in this section the parameters of H (Definitions 4 to 12) are taken with C = X , and

the index C is omitted whenever there is no confusion. The next lemma controls the strong approximation

error for projected processes.

Lemma SA.7. Suppose Assumption SA.1 holds, a dyadic expansion CK(PX , 1) is given, (ZXn (h) : h ∈
H ∪ EK,MH) is the Gaussian process constructed as in (SA-2) on a possibly enlarged probability space, and

Hδ is chosen as in Section SA-II.1.4. For each 1 ≤ j ≤ K, define the j-th level difference set

Uj = ∪0≤k<2K−j (Cj−1,2k+1 − Cj−1,2k).

Then, for all t > 0,

P

[
∥Xn ◦ Π0 − ZXn ◦ Π0∥Hδ

> 48

√
RK(Hδ)

n
t+ 4

√
CHδ,K

n
t

]
≤ 2NHδ

(δ, MHδ
)e−t,

where

RK(Hδ) =

K∑
j=1

min{MHδ
, ∥Uj∥∞LHδ

}2K−j min

{√
d sup
x∈X

f2X(x)22(K−j)∥Uj∥∞m(Uj)TV∗Hδ
, ∥Uj∥∞LHδ

, EHδ

}
,

and CHδ,K is defined in Lemma SA.3. In the above display, fX denotes the Lebesgue density of PX : if it

does not exist, the term
√
d supx∈X f

2
X(x)22(K−j)∥Uj∥∞m(Uj)TV∗Hδ

is taken to be infinity.

Proof of Lemma SA.7. We employ the same strategy as in the proof of Theorem 1.1 from Rio (1994),

noting that incorporating the Lipschitz condition can lead to a tighter bound for strong approximation error.
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A very first bound that we can obtain for is

∑
0≤k<2K−j

∣∣∣β̃j,k(h)∣∣∣ ≤ ∑
∑

0≤k<2K−j

2K−j
∫
Cj,k

|h(x)| dPX(x)

≤ 2K−j
∫
⊔

0≤k<2K−(j−1)Cj−1,k

|h(x)| dPX(x) ≤ 2K−jE{h}.

If we further assume PX admits a Lebesgue density fX , then an analysis based on total variation of h

can be done as follows. For each 1 ≤ j ≤ K, there exists unique integers j1, . . . , jd such that 0 ≤ j1 ≤ . . . ≤
jd ≤ j1 + 1 and

∑d
i=1 ji = j. In particular, there exists a unique l = l(j) ∈ {1, 2, . . . , d} such that either

l ≤ d− 1 and jl < jl+1 or l = d and jd < j1 + 1.

β̃j,k(h) = 2K−j
∫
Cj−1,2k

h(x)fX(x)dx− 2K−j
∫
Cj−1,2k+1

h(y)fX(y)dy

= 2K−j
∫
Cj−1,2k

(
h(x)−

(
2K−j

∫
Cj−1,2k+1

h(y)fX(y)dy

))
fX(x)dx

= 22(K−j)
∫
Cj−1,2k

∫
Cj−1,2k+1

(h(x)− h(y))fX(x)fX(y)dydx

= 22(K−j)
∫
Cj−1,2k

∫
Cj−1,2k+1−{x}

(h(x)− h(x+ s))fX(x)fX(x+ s)1Cj−1,2k+1
(x+ s)dsdx.

Since we have assumed f is bounded from above on X and hence on CK,0, and Cj−1,2k+1−{x} ⊆ Cj−1,2k+1−
Cj−1,2k, ∣∣∣β̃j,k(h)∣∣∣ ≤ 22(K−j)

∫
Cj−1,2k+1−Cj−1,2k

∫
Cj−1,2k

|h(x)− h(x+ s)|fX(x)fX(x+ s)dxds.

and therefore∑
0≤k<2K−j

∣∣∣β̃j,k(h)∣∣∣ ≤ 22(K−j)
∫
Uj

∫
⊔

0≤k<2K−jCj−1,2k

|h(x)− h(x+ s)|fX(x)fX(x+ s)dxds,

where Uj = ∪0≤k<2K−j (Cj−1,2k+1 − Cj−1,2k). Let (hℓ)ℓ∈N be any sequence of real-valued functions on

(X ,B(X )) such that hℓ → h m-almost surely, and are bounded by 2MH on X . Since we assumed MH < ∞,

and hℓ and h are bounded by 2MH with
∫
Rd 2MHfX(x)dx ≤ 2MH < ∞, Dominated Convergence Theorem

implies for any x ∈ Uj ,∫
⊔

0≤k<2K−jCj−1,2k

|h(x)− h(x+ s)|fX(x)dx = lim
ℓ→∞

∫
⊔

0≤k<2K−jCj−1,2k

|hℓ(x)− hℓ(x+ s)|fX(x)dx

= lim
ℓ→∞

∫
⊔

0≤k<2K−jCj−1,2k

∫ ∥s∥

0

∥∇hℓ(x+ ts/∥s∥)∥fX(x)dtdx

= sup
x∈X

fX(x)∥s∥ lim sup
ℓ→∞

TV∗{hℓ}.

Since the above inequality holds for all sequences (hℓ)ℓ∈N such that hℓ → h m-almost surely, and are bounded
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by 2MH on X , Definition SA.1 implies∫
⊔

0≤k<2K−jCj−1,2k

|h(x)− h(x+ s)|fX(x)dx ≤ sup
x∈X

fX(x)∥s∥TV∗{h}

≤ sup
x∈X

fX(x)
√
d∥Uj∥∞TV∗{h}.

It follows that

∑
0≤k<2K−j

∣∣∣β̃j,k(h)∣∣∣ ≤ √
d

(
sup
x∈X

fX(x)

)2

22(K−j)∥Uj∥∞m(Uj)TV∗{h}.

Moreover, |β̃j,k(h)| ≤ min{M{h}, ∥Uj∥∞L{h}}, hence

sup
h∈Hδ

∥h∥2EK
= sup
h∈Hδ

K∑
j=1

∑
0≤k<2K−j

|β̃j,k(h)|2 ≤ sup
h∈Hδ

K∑
j=1

min{MHδ
, ∥Uj∥∞LHδ

}
∑

0≤k<2K−j

|β̃j,k(h)| ≤ RK(Hδ),

where RK (Hδ) is defined to be

K∑
j=1

min{MHδ
, ∥Uj∥∞LHδ

}2K−j min

{
√
d

(
sup
x∈X

fX(x)

)2

22(K−j)∥Uj∥∞m(Uj)TV∗Hδ
, ∥Uj∥∞LHδ

, EHδ

}
.

Applying Lemma SA.3, for any h ∈ Hδ, for any t > 0, with probability at least 1− 2 exp(−t),

∣∣Xn ◦ Π0(h)− ZXn ◦ Π0(h)
∣∣ ≤ 48

√
RK(Hδ)

n
t+

√
CHδ,K

n
t.

The result then follows from the fact that |Hδ| ≤ NH(δ, MH) and a union bound argument. □

Lemma SA.8. Suppose Assumption SA.1 holds, a quasi-dyadic expansion CK(PX , ρ) is given with ρ > 1,

(ZXn (h) : h ∈ H ∪ Π0H) is the Gaussian process constructed at Equation (SA-2) on a possibly enlarged

probability space, and Hδ is chosen in Section SA-II.1.4. Then, for all t > 0,

P

[
∥Xn ◦ Π0 − ZXn ◦ Π0∥Hδ

> Cρ

√
RK(Hδ)

n
t+ Cρ

√
CHδ,K

n
t
]
≤ 2NH(δ, MH)e−t + 2K exp

(
−Cρn2−K

)
,

where Cρ is a constant only depending on ρ, RK(Hδ) is defined in Lemma SA.7, and CHδ,K is defined in

Lemma SA.3.

Proof of Lemma SA.8. This follows from Lemma SA.5 and the fact that

sup
h∈Hδ

∥h∥2EK
≤ RK(Hδ), h ∈ Hδ,

from the proof of Lemma SA.7. □
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SA-II.1.6 Projection Error

To simplify notation, in this section the parameters of H (Definitions 4 to 12) are taken with C = X , and the

index C is omitted whenever there is no confusion. The following lemma controls the mean square projection

onto piecewise constant functions.

Lemma SA.9. Suppose Assumption SA.1 holds, a dyadic expansion CK(PX , 1) is given, (ZXn (h) : h ∈
H ∪ Π0H) is the Gaussian process constructed as in (SA-2) on a possibly enlarged probability space, and Hδ

is chosen in Section SA-II.1.4. In addition, assume PX admits a Lebesgue density fX supported on X ⊆ Rd.
Define quasi-dyadic variation set V = ∪0≤k<2K (C0,k − C0,k). Then, for all t > 0,

P

[
∥Xn −Xn ◦ Π0∥Hδ

>
√

4VHδ
t+

4BHδ

3
√
n
t
]
≤ 2NHδ

(δ, MHδ
)e−t,

P

[
∥ZXn − ZXn ◦ Π0∥Hδ

>
√

4VHδ
t
]
≤ 2NHδ

(δ, MHδ
)e−t,

where

VHδ
= min{2MHδ

, LHδ
∥V∥∞}

(
sup
x∈X

fX(x)

)2

2Km(V)∥V∥∞TV∗Hδ
,

BHδ
= min{2MHδ

, LHδ
∥V∥∞}.

In particular, if PX = Uniform([0, 1]d) and CK(PX , 1) = AK(PX , 1), then for all t > 0,

P

[
∥Xn −Xn ◦ Π0∥Hδ

>
√

4dmin{2MHδ
, LHδ

2−K}2−KTV∗Hδ
t+

4min{2MHδ
, LHδ

2−K}
3
√
n

t
]
≤ 2NHδ

(δ, MHδ
)e−t,

P

[
∥ZXn − ZXn ◦ Π0∥Hδ

>
√
4dmin{2MHδ

, LHδ
2−K}2−KTV∗Hδ

t
]
≤ 2NHδ

(δ, MHδ
)e−t.

Proof of Lemma SA.9. Let h ∈ H. Then, |h(xi)− Π0h(xi)| ≤ min{2MHδ
, LHδ

∥V∥∞} = BHδ
,

E [|h(xi)− Π0h(xi)|] =
∑

0≤k<2K

∫
C0,k

∣∣∣h(x)− 2K
∫
C0,k

h(y)fX(y)dy
∣∣∣fX(x)dx

≤
∑

0≤k<2K

2K
∫
C0,k

∫
C0,k

|h(x)− h(y)|fX(y)fX(x)dydx.

Using a change of variables s = y − x and the fact that fX is bounded above, we have

E[|h(xi)− Π0h(xi)|]

≤
∑

0≤k<2K

2K
∫
C0,k−C0,k

∫
C0,k

|h(x)− h(x+ s)|fX(x+ s)fX(x)1C0,k
(x+ s)dxds

≤ 2K
∫
V

∫
CK,0

|h(x)− h(x+ s)|fX(x+ s)fX(x)dxds.

Let (hℓ)ℓ∈N be any sequence of real-valued functions on (X ,B(X )) such that hℓ → h m-almost surely, and

are bounded by 2MH on X . Since we assumed MH < ∞, and hℓ and h are bounded by 2MH, by Dominated
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Convergence Theorem we have that∫
CK,0

|h(x)− h(x+ s)| fX(x)dx = lim
ℓ→∞

∫
CK,0

|hℓ(x)− hℓ(x+ s)|fX(x)dx

≤ sup
x∈X

fX(x) · lim
ℓ→∞

∫
X

∫ ∥s∥

0

∥∇hℓ(x+ ts/∥s∥)∥dtdx

≤ sup
x∈X

fX(x) ·
∫ ∥s∥

0

lim
ℓ→∞

∫
X
∥∇hℓ(x+ ts/∥s∥)∥dxdt

≤ sup
x∈X

fX(x) · ∥s∥ lim sup
ℓ→∞

TV{hℓ}.

Since this holds for any sequence (hℓ)ℓ∈N hℓ → h m-almost surely, and are bounded by 2MH on X , hence∫
X |h(x)− h(x+ s)| dx ≤ ∥s∥TV∗{h}. It follows that

E[|h(xi)− Π0h(xi)|] ≤
(
sup
x∈X

fX(x)

)2

2Km(V)∥V∥∞TV∗{h},

and

V[h(xi)− Π0h(xi)] ≤ min{2MHδ
, LHδ

∥V∥∞}
(
sup
x∈X

fX(x)

)2

2Km(V)∥V∥∞TV∗Hδ
= VHδ

,

for all h ∈ Hδ. Then, by Bernstein inequality, for any t > 0,

P(|Xn(h)−Xn(Π0h)| ≥ t) ≤ 2 exp

(
−

1
2 t

2n

nVHδ
+ 1

3BHδ
t
√
n

)
≤ 2 exp

(
−1

2
min

{ 1
2 t

2n

nVHδ

,
1
2 t

2n
1
3BHδ

t
√
n

})
.

Set u = 1
2 min

{
1
2 t

2n

nVHδ

,
1
2 t

2n
1
3 BHδ

t
√
n

}
> 0, then either t = 2

√
VHδ

√
u or t = 4

3
B√
n
u. Hence t ≤ 2

√
VHδ

√
u+ 4

3

BHδ√
n
u.

For any u > 0, P(|Xn(h)−Xn(Π0h)| ≥ 2
√
VHδ

√
u+ 4

3

BHδ√
n
u) ≤ 2 exp(−u). The result for ∥Xn −Xn ◦ Π0∥Hδ

then follows from a union bound. The result for ∥Zn−Zn ◦Π0∥Hδ
follows from the fact that Zn(h)−Zn(Π0h)

is a mean-zero Gaussian with variance V[Xn(h)−Xn(Π0h)] and a union bound argument. □

SA-II.2 Surrogate Measure and Normalizing Transformation

This section studies the properties of the surrogate measure QH and normalizing transformation ϕH in-

troduced in condition (ii) of Theorem 1. The following lemma characterizes the connections between the

original and the transformed parameters of H (Definitions 4 to 12) when deploying QH and ϕH.

Lemma SA.10. Suppose following conditions hold.

(i) H is a real-valued pointwise measurable class of functions on (Rd,B(Rd),PX).

(ii) There exists a surrogate measure QH for PX with respect to H such that QH = m ◦ϕH, where the

normalizing transformation ϕH : QH 7→ [0, 1]d is a diffeomorphism.
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Let H̃ = {h ◦ ϕ−1
H : h ∈ H}. Then,

M
H̃,[0,1]d

= MH,QH
, E

H̃,[0,1]d
= EH,QH

,

N
H̃,[0,1]d

(ε, M
H̃,[0,1]d

) = NH,QH
(ε, MH,QH

), ε ∈ (0, 1),

L
H̃,[0,1]d

≤ c2LH,QH
, c2 = sup

x∈QH

1

σd(∇ϕH(x))
,

TV∗
H̃,[0,1]d

≤ d−1c1TVH,QH
, c1 = d sup

x∈QH

d−1∏
j=1

σj(∇ϕH(x)),

K∗
H̃,[0,1]d

≤ d−1/2c3KH,QH
, c3 = 2d−1dd/2−1c1c

d−1
2 .

Proof of Lemma SA.10. The first three identities are self-evident. Consider next the relation between

L
H̃,[0,1]d

and LH,QH
: for any h ∈ H, using a change of variables and the differentiability of ϕH,

L{h◦ϕ−1
H

},[0,1]d = sup
u,u′∈[0,1]d

|h ◦ ϕ−1
H (u)− h ◦ ϕ−1

H (u′)|
∥u− u′∥

≤ sup
x,x′∈QH

|h(x)− h(x′)|
∥x− x′∥

∥x− x′∥
∥ϕH(x)− ϕH(x′)∥

≤ L{h},QH
sup

u,u′∈[0,1]d

|ϕ−1
H (u)− ϕ−1

H (u′)|
∥u− u′∥

≤ L{h},QH
sup

z∈[0,1]d
σ1(∇ϕ−1

H (z))

= L{h},QH
sup

x∈QH

σd(∇ϕH(x))−1,

and the result follows.

Now consider the relation between TV
H̃,[0,1]d

and TVH,QH
. First suppose all functions in H are differen-

tiable, an integration by parts based on the definition of uniform total variation (Definition 5) and a change

of variables calculation gives

TV{h◦ϕ−1
H

},[0,1]d = sup
φ∈Dd([0,1]d)

∫
[0,1]d

h ◦ ϕ−1
H (x) div(φ)(x)dx/∥∥φ∥2∥∞

=

∫
u∈[0,1]d

∥∇(h ◦ ϕ−1
H )(u)∥du

=

∫
u∈[0,1]d

∥∇ϕ−1
H (u)⊤∇h(ϕ−1

H (u))∥du

=

∫
QH

∥∇ϕ−1
H (ϕH(x))⊤∇h(x)∥ · | det(∇ϕH(x))|dx

≤
∫
QH

∥∇h(x)∥dx sup
x∈QH

|det(∇ϕH(x))| · ∥∇ϕ−1
H (ϕH(x))∥

≤ c1TV{h},QH
,

where in the last line we have used |det(∇ϕH(x))| =
∏d
j=1 σj(∇ϕH(x)), and since ϕH is a diffeomorphism,

∥∇ϕ−1
H (ϕH(x))∥ = σ1(∇ϕ−1

H (ϕH(x))) = σd(∇ϕH(x))−1. Now consider H which contains possibly non-

differentiable functions. Take ψ : Rd → R to be any smooth function with compact support such that∫
Rd ψ(z)dz = 1, and take ψε(·) = ε−dψ(·/ε). For each ℓ ∈ N, define hℓ = h ∗ψεℓ , where (εℓ)ℓ∈N is a sequence
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of non-increasing real positive numbers converging to zero with ε1 small enough. Then

TV∗
H̃,[0,1]d

≤ sup
h∈H

lim sup
ℓ→∞

TV{hℓ◦ϕ−1
H

},[0,1]d = sup
h∈H

lim sup
ℓ→∞

c1TV{hℓ},QH
≤ c1TVH,QH

,

where the first inequality is due to (hℓ)ℓ∈N being a particular sequence satisfying Definition SA.1, the second

inequality from Lemma SA.10, the third inequality due to TV{h∗ψ},QH
≤ TV{h},QH

for any smooth ψ.

Moreover, let C ⊆ Rd be a cube with edges of length a parallel to the coordinate axises. Then, ϕ−1
H (C)

is contained in another cube C′ with edges of length at most 2
√
d supx∈[0,1]d∥∇ϕ−1

H (x)∥a. Again, we first

assume that each h ∈ H is differentiable. Using a change of variables for the total variation calculation and

the definition of K{h},QH
(Definition 5), for any h ∈ H,

TV{h◦ϕ−1
H

},C =

∫
C
∥∇(h ◦ ϕ−1

H )(u)∥du

≤
∫
C′
∥∇(h ◦ ϕ−1

H )(ϕH(x))∥ det(∇ϕH(x))dx

≤
∫
C′
∥∇h(x)∥dx sup

x∈QH

|det(∇ϕH(x))|∥∇ϕ−1
H (ϕH(x))∥

≤ K{h},QH

(
2
√
d sup
x∈[0,1]d

∥∇ϕ−1
H (x)∥a

)d−1

sup
x∈QH

|det(∇ϕH(x))|∥∇ϕ−1
H (ϕH(x))∥

= d−1(2
√
d)d−1c1c

d−1
2 K{h},QH

ad−1

= d−1/2c3K{h},QH
ad−1,

which implies

K{h̃},[0,1]d ≤ d−1/2c3K{h},QH
.

By similar smoothing arguments as for the TV terms, we can also show that K∗
H̃,[0,1]d

≤ d−1/2c3KH,[0,1]d even

when H contains possibly non-differentiable functions. □

Lemma SA.11. We recap the statements in Section 3.1 and present their proofs.

• Case 1: Uniform on Rectangle. Suppose that xi ∼ Uniform(X ) with X = ×dl=1[al, bl], where

−∞ < al < bl < ∞, l = 1, 2, . . . , d. Setting QH = PX , a valid normalizing transformation is

ϕH(x1, · · · , xd) = ((b1 − a1)
−1(x1 − a1), · · · , (bd − ad)

−1(xd − ad)), which verifies assumption (ii) in

Theorem 1. In this case, c1 = dmax1≤l≤d |bl − al|
∏d
l=1 |bl − al|−1, c2 = max1≤l≤d |bl − al| and

c3 = 2d−1dd/2 max1≤l≤d |bl − al|d
∏d
l=1 |bl − al|−1.

• Case 2: Rectangular QH. Suppose that QH admits a Lebesgue density fQ supported on QH =

×dl=1[al, bl], −∞ ≤ al < bl ≤ ∞. Then, the Rosenblatt transformation ϕH = TQH
is a normalizing

transformation, and we obtain

c1 = d sup
u∈QH

fQ(u)

min{fQ,1(u1), fQ,2|1(u2|u1), · · · , fQ,d|−d(ud|u1, · · · , ud−1)}
,

c2 = sup
u∈QH

1

min{fQ,1(u1), fQ,2|1(u2|u1), · · · , fQ,d|−d(ud|u1, · · · , ud−1)}
,
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and c3 = 2d−1dd/2−1c1c
d−1
2 .

This case covers several examples of interest, which give primitive conditions for assumption (ii) in

Theorem 1:

(a) Suppose QH = ×dl=1[al, bl] is bounded. Then,

c1 ≤ d
f
2

Q

f
Q

QH and c2 ≤
fQ
f
Q

QH.

(b) Suppose QH = ×dl=1[al, bl] is unbounded. To fix ideas, let xi ∼ Normal(µ,Σ). Then, setting

QH = PX and ϕH = TPX
also gives a valid normalizing transformation, with

c1 ≤ d sup
x∈QH

max{fX,1(x1), fX,2|1(x2|x1), · · · , fX,d|−d(xd|x−d)}d−1

≤ d min
1≤k≤d

{Σk,k −Σk,1:k−1Σ
−1
1:k−1,1:k−1Σ1:k−1,k}−(d−1)/2

bounded, but c2 (and hence c3) unbounded.

• Case 3: Non-Rectangular QH. Suppose that QH admits a Lebesgue density fQ supported on QH,

and there exists a diffeomorphism χ : QH 7→ [0, 1]d. Setting ϕH = TQH◦χ−1 ◦χ gives a valid normalizing

transformation, with

c1 ≤ d
f
2

Q

f
Q

Sχ and c2 ≤
fQ
f
Q

Sχ,

where Sχ =
sup

x∈[0,1]d
| det(∇χ−1(x))|

inf
x∈[0,1]d

| det(∇χ−1(x))| ∥∥∇χ
−1∥2∥∞.

Proof of Lemma SA.11. We consider the three cases separately.

Case 1: Uniform on Rectangle. For every x ∈ QH, the singular values of∇ϕH(x) are (b1−a1)−1, · · · , (bd−
ad)

−1. The values of c1 and c2 (and hence c3) then follow.

Case 2: Rectangular QH. We start with a proof for a general result for c1, c2, c3, and then prove upper

bounds for (a) and (b).

1. The General Case. Since Q has a Lebesgue density fQ,

∇TQ(x) =


fQ,1(x1) 0 · · · 0

∗ fQ,2|1(x2|x1) · · · 0

∗ ∗
... 0

∗ ∗ · · · fQ,d|1,··· ,d−1(xd|x1, · · · , xd−1)

 , x ∈ QH.
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Because the singular values of ∇ϕH(x) = ∇TQ(x) are the values on the diagonal,

c1 = d sup
x∈QH

fQ(x)

min{fQ,1(x1), fQ,2|1(x2|x1), · · · , fQ,d|−d(xd|x−d)}
,

c2 = sup
x∈QH

max{fQ,1(x1)−1, fQ,2|1(x2|x1)−1, · · · , fQ,d|−d(xd|x−d)−1}.

2. Case (a): QH = ×dl=1[al, bl] is bounded. Since we assumed the existence of an QH that is compact

and infx∈QH
fQ(x) > 0, integrating on the rectangle gives

f
Q

fQ

1

L
≤ fQ,k|1,··· ,k−1(xk|x1, · · · , xk−1) =

∫∏d
l=k+1[al,bl]

fQ(x1, · · · , xk, z)dz∫∏d
l=k[al,bl]

fQ(x1, · · · , xk−1,u)du
≤
fQ
f
Q

1

L
,

where L = max1≤l≤d(bl − al) and L = min1≤l≤d(bl − al). Plugging in the generic bounds for c1 and

c2,

c1 ≤ d

(
fQ
f
Q

max
1≤k≤d

1

bk − ak

)d−1

and c2 ≤
fQ
f
Q

max
1≤k≤d

|bk − ak|.

3. Case (b): xi ∼ Normal(µ,Σ). The bound on c1 follows from properties of the conditional distribution

of multivariate Gaussian distribution. Since infx∈Rk fk|1,··· ,k−1(xk|x1, · · · , xk−1) = 0 for 1 ≤ k ≤ d, c2

(and hence c3) are unbounded.

Case 3: Non-rectangular QH. Since both TQH
and χ are diffeomorphisms, we can use chain rule to get,

c1 = sup
x∈QH

d−1∏
j=1

σj(∇ϕH(x))

= sup
x∈QH

det(∇ϕH(x))∥∇ϕ−1
H (ϕH(x))∥

≤ sup
x∈QH

det(∇TQH
(χ(x))) det(∇χ(x))∥∇χ−1(χ(x))∥2∥∇T−1

QH
(ϕH(x))∥2.

Take wi = χ(xi), and denote by fW the density of wi. Then

∇TQH
(x1, · · · , xd) =


fW1

(x1) 0 · · · 0

∗ fW2|W1
(x2|x1) · · · 0

...
...

...

∗ ∗ · · · fWd|W1,··· ,Wd−1
(xd|x1, · · · , xd−1)

 ,

where ∗ denotes values that won’t affect determinant or operator norm of the matrix ∇TQH
. Hence,

det(∇TQH
(χ(x))) = fW (χ(x)) = fX(x)|det(∇χ(x))|−1
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and

∥∇T−1
QH

(ϕH(x))∥2 = σd(∇TQH
(χ(x)))−1 ≤

supw∈[0,1]d fW (w)

infw∈[0,1]d fW (w)

≤
supx∈QH

fX(x)

infx∈QH
fX(x)

·
supx∈[0,1]d |det(∇χ−1(x))|
infx∈[0,1]d |det(∇χ−1(x))|

.

Putting together, we have

c1 ≤ f
2

X

f
X

Sχ,

with fX = supx∈QH
fX(x), f

X
= infx∈QH

fX(x), Sχ =
sup

x∈[0,1]d
| det(∇χ−1(x))|

inf
x∈[0,1]d

| det(∇χ−1(x))| ∥∥∇χ
−1∥2∥∞. Also,

c2 = sup
x∈QH

∥∇ϕ−1
H (ϕH(x))∥2 ≤ sup

u∈[0,1]d
∥∇χ−1(u)∥2 sup

u∈[0,1]d
∥∇T−1

QH
(u)∥2

≤ sup
u∈[0,1]d

∥∇χ−1(u)∥2
supx∈QH

fX(x)

infx∈QH
fX(x)

·
supx∈[0,1]d |det(∇χ−1(x))|
infx∈[0,1]d |det(∇χ−1(x))|

≤ fX
f
X

Sχ.

This completes the proof. □

SA-II.3 General Result: Proof of Theorem 1

First, we make a reduction through the surrogate measure and normalizing transformation. We want to

show that under assumption (ii) in Theorem 1, the empirical process (Xn(h) : h ∈ H) can be written

as an empirical process based on i.i.d Uniform([0, 1]d) random variables. Let ZH = X ∩ Supp(H). Since

QH = m ◦ϕH by Assumption (ii) in Theorem 1, and QH|ZH
= PX |ZH

,

PX |ZH
= m ◦ϕH|ZH

.

To define the Uniform([0, 1]d) random variables on the probability space that xi’s live in, we define a joint

probability measure O on (Rd × Rd,B(R2d)) such that for all A ∈ B(R2d):

O(A ∩ (ZH ×ZH)) = PX(Π1:d(A ∩ {(x,x) : x ∈ ZH})),

O(A ∩ (ZH ×Zc
H)) = O(A ∩ (Zc

H ×ZH)) = 0,

O(A ∩ (Zc
H ×Zc

H)) =

∫
Zc

H
∩Πd+1:2d(A)

PX(Au ∩ Zc
H)

PX(Zc
H)

d(m ◦ ϕH)(u),

where Π1:d(A) = {x ∈ Rd : (x,u) ∈ A for some u ∈ Rd}, Πd+1:2d(A) = {u ∈ Rd : (x,u) ∈ A for some x ∈
Rd}, and Au = {x ∈ Rd : (x,u) ∈ A}. See Figure 1 for a graphical illustration.

Then we can check that (i) the marginals of O are PX and m ◦ ϕH, respectively; (ii) O|ZH×Rd∪Rd×ZH

is supported on {(x,x) : x ∈ ZH}. By Skorohod embedding (Dudley, 2014, Lemma 3.35), on a possibly

enlarged probability space, there exists a ui, 1 ≤ i ≤ n i.i.d. Uniform([0, 1]d) such that (xi, ϕ
−1
H (ui)) has

joint law O. In particular, if xi ∈ ZH, then xi = ϕ−1
H (ui); if xi ∈ Zc

H, then ϕ−1
H (ui) ∈ Zc

H, and since

QH ⊆ X ∪ (∩h∈H Supp(h)c), ϕ−1
H (ui) ∈ ∩h∈H Supp(h)c.
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Figure 1: Illustration of O. O concentrates on {(x,x) : x ∈ ZH} in ZH ×ZH, agrees with the zero measure
on ZH ×Zc

H and Zc
H ×ZH, and agrees with the product measure of PX ⊗ (m ◦ ϕH) on Zc

H ×Zc
H.

Thus, we take h̃ = h ◦ ϕ−1
H , and consider the new class of functions H̃ = {h̃ : h ∈ H}. For any h ∈ H,

Xn(h) =
1√
n

n∑
i=1

[
h(xi)−E[h(xi)]

]
=

1√
n

n∑
i=1

[
h(ϕ−1

H (ui))−E[h(ϕ−1
H (ui))]

]
=

1√
n

n∑
i=1

[
h̃(ui)−E[h̃(ui)]

]
,

where the second equality follows because xi = ϕ−1
H (ui) on the event {xi ∈ ZH}, and h(xi) = h(ϕ−1

H (ui)) = 0

(a.s.) on the event {xi ∈ Zc
H}. Hence, we work with an equivalent empirical process

X̃n(h̃) =
1√
n

n∑
i=1

[
h̃(ui)−E[h̃(ui)]

]
, h̃ ∈ H̃.

In particular, ui has the uniform distribution PU which has a Lebesgue density fU that is bounded from

above and below on its support [0, 1]d,

(Xn(h) : h ∈ H) = (X̃n(h̃) : h̃ ∈ H̃) almost surely,

and Assumption SA.1 is satisfied with the random sample (ui : 1 ≤ i ≤ n) with ui ∼ PU and the class

of functions H̃. We thus consider AK(PU , 1), an axis aligned dyadic expansion of depth K with respect to

probability measure PU = Uniform([0, 1]d). Suppose EK (MH,QH
= M

H̃,[0,1]d
) and Π0 = Π0[AK(PU , 1)] are

defined based on AK(PU , 1) as in Section SA-II.1.2. By Lemma SA.2 and Lemma SA.10, H̃ ∪ Π0H̃ is PU -

pregaussian, hence by the same construction given in Section SA-II.1.3, on a possibly enlarged probability

space, there exists a mean-zero Gaussian process Z̃Xn indexed by H̃ ∪ Π0H̃ such that with almost sure
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continuous sample path such that

E[Z̃Xn (g)Z̃Xn (f)] = E[X̃n(g)X̃n(f)], ∀g, f ∈ H̃ ∪ Π0H̃,

and Uj,k =
∑n
i=1 ej,k(ui) for all (j, k) ∈ JK . Let H̃δ be a δM

H̃,[0,1]d
= δMH,QH

-net of H̃ with cardinality no

greater than N
H̃,[0,1]d

(δ, M
H̃,[0,1]d

).

The proof proceeds by bounding each of the terms in the decomposition

∥X̃n − Z̃Xn ∥
H̃

≤ ∥X̃n − X̃n ◦ π
H̃δ

∥
H̃

+ ∥Z̃Xn ◦ π
H̃δ

− Z̃Xn ∥
H̃︸ ︷︷ ︸

meshing error

+ ∥X̃n − Z̃Xn ∥
H̃δ︸ ︷︷ ︸

error on net

,

∥X̃n − Z̃Xn ∥
H̃δ

≤ ∥Π0X̃n − Π0Z̃
X
n ∥

H̃δ︸ ︷︷ ︸
approximation error

+ ∥X̃n − Π0X̃n∥H̃δ
+ ∥Π0Z̃Xn − Z̃Xn ∥

H̃δ︸ ︷︷ ︸
projection error

,

and then balancing their contributions.

Given the cells AK(PU , 1), we have Uj ⊆ [−2−
K−j

d +1, 2−
K−j

d +1]d. Then, by Lemma SA.7, for all t > 0,

P

[
∥X̃n ◦ Π0 − Z̃Xn ◦ Π0∥H̃δ

> 48

√
RK(H̃δ)

n
t+ 4

√
C
H̃δ,K

n
t

]
≤ 2N

H̃,[0,1]d
(δ, M

H̃,[0,1]d
)e−t,

where

RK(H̃δ) ≤


min{TV∗

H̃δ,[0,1]d
M
H̃δ,[0,1]d

, TV∗
H̃δ,[0,1]d

L
H̃δ,[0,1]d

}, if d = 1,

min{2KTV∗
H̃δ,[0,1]d

M
H̃δ,[0,1]d

,KTV∗
H̃δ,[0,1]d

L
H̃δ,[0,1]d

}, if d = 2,

min{2K(d−1)TV∗
H̃δ,[0,1]d

M
H̃δ,[0,1]d

, 2K(d−2)TV∗
H̃δ,[0,1]d

L
H̃δ,[0,1]d

} if d ≥ 3.

Now we calculate the C
H̃δ,K

term. Let h̃ ∈ H̃ and take (h̃ℓ)ℓ∈N be any sequence of real-valued functions on

([0, 1]d,B([0, 1]d)) such that h̃ℓ → h̃ m-almost surely, and are bounded by 2MH on X . Moreover, by Dominated

Convergence Theorem, the definition of K∗
H̃,[0,1]d

and similar arguments as in the proof of Lemma SA.7, for

each (j, k) ∈ IK ,

∑
m:Cl,m⊆Cj,k

∣∣∣β̃j,k(h̃)∣∣∣ ≤ 22(K−l)
∫
Ul

∫
Cj,k

|h̃(x)− h̃(x+ s)|dxds

= lim
ℓ→∞

22(K−l)
∫
Ul

∫
Cj,k

|h̃ℓ(x)− h̃ℓ(x+ s)|dxds

≤ lim sup
ℓ→∞

22(K−l)
∫
Ul

∥s∥TV{h̃ℓ},Cj,k
ds.

Since the above inequality holds for all sequences (hℓ)ℓ∈N such that h̃ℓ → h̃ m-almost surely, and are bounded
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by 2MH on [0, 1]d, Definitions SA.1 and SA.2 implies

∑
m:Cl,m⊆Cj,k

∣∣∣β̃j,k(h̃)∣∣∣ ≤ 22(K−l)
∫
Ul

∥s∥TV∗
H̃,Cj,k

ds

≤ 22(K−l)
∫
Ul

∥s∥K∗
H̃,[0,1]d

∥Cj,k∥d−1
∞ ds

≤
√
d22(K−l) m(Ul)∥Ul∥∞∥Cj,k∥d−1

∞ K∗
H̃,[0,1]d

≤
√
d2

d−1
d (j−l)K∗

H̃,[0,1]d
.

It follows from the definition of C
H̃,K

in Lemma SA.3 that

C
H̃,K

≤ min{
√
KM2

H̃,[0,1]d
,

√√
dM

H̃,[0,1]d
K∗
H̃,[0,1]d

+ M2
H̃,[0,1]d

}.

For projection error, by Lemma SA.9, for all t > 0, with probability at least 1− 2N
H̃,[0,1]d

(δ, M
H̃,[0,1]d

)e−t,

∥X̃n − X̃n ◦ Π0∥H̃δ
≤
√
4dmin{2M

H̃δ,[0,1]d
, L

H̃δ,[0,1]d
2−K}2−KTV∗

H̃δ,[0,1]d
t

+
4min{2M

H̃δ,[0,1]d
, L

H̃δ,[0,1]d
2−K}

3
√
n

t,

∥Z̃Xn − Z̃Xn ◦ Π0∥H̃δ
≤
√
4dmin{2M

H̃δ,[0,1]d
, L

H̃δ,[0,1]d
2−K}2−KTV∗

H̃δ,[0,1]d
t.

We balance the previous two errors by choosing K = ⌊d−1 log2 n⌋ and get for all t > 0, with probability at

least 1− 2 exp(−t),

∥X̃n − Z̃Xn ∥
H̃δ

≤ Ãn(t, δ),

where

Ãn(t, δ) =min

{
mn,d

√
M
H̃,[0,1]d

, ln,d
√
L
H̃,[0,1]d

}√
dTV∗

H̃,[0,1]d

√
(t+ log Ñ

H̃,[0,1]d
(δ, M

H̃,[0,1]d
))

+

√
M
H̃,[0,1]d

n
min{

√
log n

√
M
H̃,[0,1]d

,

√√
dK∗

H̃,[0,1]d
+ M

H̃,[0,1]d
}(t+ log Ñ

H̃,[0,1]d
(δ, M

H̃,[0,1]d
)).

By Lemma SA.6 we bound the meshing error by, for all t > 0,

P
[
∥X̃n − X̃n ◦ π

H̃δ
∥
H̃
> CFn(t, δ)

]
≤ exp(−t),

P
[
∥Z̃Xn ◦ π

H̃δ
− Z̃Xn ∥

H̃
> C(M

H̃,[0,1]d
J(δ, H̃, M

H̃,[0,1]d
) + δM

H̃,[0,1]d

√
t)
]
≤ exp(−t),

where

Fn(t, δ) = J(δ, H̃, M
H̃,[0,1]d

)M
H̃,[0,1]d

+
M
H̃,[0,1]d

J2(δ, H̃, M
H̃,[0,1]d

)

δ2
√
n

+ δM
H̃,[0,1]d

√
t+

M
H̃,[0,1]d√

n
t.

Take the Gaussian process (Zn(h) : h ∈ H) such that, almost surely, Zn(h) = Z̃n(h̃) for all h ∈ H. The
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result then follows from the decomposition that

∥Xn − ZXn ∥H = ∥X̃n − Z̃Xn ∥
H̃

≤ ∥X̃n − X̃n ◦ π
H̃δ

∥
H̃

+ ∥Z̃Xn − Z̃Xn ◦ π
H̃δ

∥
H̃

+ ∥X̃n − Z̃Xn ∥
H̃δ
,

and Lemma SA.10 to establish the relationships between the parameters of H over QH and those of H̃ over

[0, 1]d.

SA-II.4 Additional Results

In what follows, we drop the dependence on C = QF for all quantities in Definitions 4-12. That is, to save

notation, we set TVF = TVF,QF
, KF = KF,QF

, MF,X = MF,QF
, MF,X (u) =MF,QF

(u), LF = LF,QF
, and so on,

whenever there is no confusion.

Corollary SA.1 (VC-Type Bounded Functions). Suppose the conditions of Corollary 1 hold. Then,

Sn(t) = mn,d

√
c1MHTVH

√
t+ dH log(cHn) +

√
MH

n
min{

√
log n

√
MH,

√
c3KH + MH}(t+ dH log(cHn))

in Theorem 1.

Proof of Corollary SA.1. Take δ = n−1/2. Under the VC-type class condition, log NH(n−1, MH) ≤ log(cH)+

dH log(n) ≤ dH log(cHn), where the last inequality holds since cH ≥ e and dH > 0. This gives

An(t, n
−1/2) ≤ mn,d

√
c1(t+ dH log(cHn))MHTVH

+min
{√

log(n)MH,
√
c3KH + MH

}√MH

n
(t+ dH log(cHn)).

Moreover, J(δ,H, MH) ≤
∫ δ
0

√
1 + dH log(cHε−1)dε ≤ 3δ

√
dH log(cH/δ). It follows that

Fn(t, n
−1/2) ≤ 3MH√

n
dH log(cHn) +

MH√
n
(
√
t+ t).

The result then follows from Theorem 1.

Corollary SA.2 (VC-Type Lipschitz Functions). Suppose the conditions of Corollary 2 hold. Then,

Sn(t) = min
{
mn,d

√
MH, ln,d

√
c2LH

}√
TVH

√
t+ dH log(cHn)

+

√
MH

n
min{

√
log n

√
MH,

√
c3KH + MH}(t+ dH log(cHn))

in Theorem 1.

Proof of Corollary SA.2. The result follows by taking δ = n−1/2 and apply Theorem 1, with calculations

similar to Corollary SA.1.

Corollary SA.3 (Polynomial-Entropy Functions). Suppose the conditions of Corollary 2 hold. Then,

Sn(t) = aH(2− bH)−2 min{Sbddn (t),Slipn (t),Serrn (t)}
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in Theorem 1, where

Sbddn (t) = mn,d

√
c1MHTVH(

√
t+ (m2

n,dM
−1
H TVH)−

bH
4 )

+

√
MH

n
min{

√
log n

√
MH,

√
c3KH + MH}(t+ (m2

n,dM
−1
H TVH)−

bH
2 ),

Slipn (t) = ln,d
√
c1c2LHTVH(

√
t+ (l2n,dM

−2
H LHTVH)−

bH
4 )

+

√
MH

n
min{

√
log n

√
MH,

√
c3KH + MH}(t+ (l2n,dM

−2
H LHTVH)−

bH
2 ),

Serrn (t) = min{mn,d

√
MH, ln,d

√
c2LH}

√
c1TVH(

√
t+ n

bH
2(bH+2) )

+

√
MH

n
min{

√
log n

√
MH,

√
c3KH + MH}(t+ n

bH
bH+2 ) + n−

1
b+2 MH

√
t.

Proof of Corollary SA.3. Under the polynomial entropy condition, log NH(δ) ≤ aHδ
−bH , J(δ,H, MH) ≤

√
aH(2− bH)−1δ−bH/2+1,

An(t, δ) ≤ min{mn,d

√
MH, ln,d

√
c2LH}

√
TVH(t+ aHδ−bH)

+

√
MH

n
min{

√
log n

√
MH,

√
c3KH + MH}(t+ aHδ

−bH),

Fn(t, δ) ≤ aH(2− bH)−2

(
MHδ

−bH/2+1 +
MH√
n
δ−bH + δMH

√
t+

MH√
n
t

)
.

Notice that the two terms MH√
n
δ−bH and MH√

n
t in Fn(t, δ) are dominated by terms in An(t, δ). And when

δ ≤ n−1/2, the third term δMH
√
t is also dominated by terms in An(t, δ). To choose δ that balance An and

Fn, we consider the following three cases:

Case 1: Choosing δ such that mn,d

√
MHTVHδ−bH = MHδ

−bH/2+1, gives δ∗ = mn,d

√
TVH/MH. Notice

that this choice also makes δMH
√
t ≤

√
MH
n min{

√
log n

√
MH,

√
c3KH + MH}(t + aHδ

−bH). Thus, we get

An(t, δ∗) + Fn(t, δ∗) ≤ Sbddn (t).

Case 2: Choosing δ such that ln,d
√
LHTVHδ−bH = MHδ

−bH/2+1, gives δ∗ = ln,d
√
LHTVH/M2H. Again,

this choice of δ makes δMH
√
t ≤

√
MH
n min{

√
log n

√
MH,

√
c3KH + MH}(t+aHδ

−bH). Thus, we get An(t, δ∗)+

Fn(t, δ∗) ≤ Slipn (t).

Case 3: Choosing δ such that MHn
−1/2δ−bH = MHδ

−bH/2+1, gives δ∗ = n−1/(bH+2). Thus, we get

An(t, δ∗) + Fn(t, δ∗) ≤ Serrn (t).

SA-II.5 Proofs of Corollaries 1, 2, and 3

Proof of Corollary 1. Take t = C log n with C > 1 in Corollary SA.1.

Proof of Corollary 2. Take t = C log n with C > 1 in Corollary SA.2.

Proof of Corollary 3. Take t = C log n with C > 1 in Corollary SA.3.

SA-II.6 Example 1: Kernel Density Estimation

To simplify notation, in this section the parameters of H (Definitions 4 to 12) are taken with C = QH, and

the index C is omitted whenever there is no confusion.
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SA-II.6.1 Surrogate Measure and Normalizing Transformation

We show that the two sets of primitive conditions discussed in the paper imply condition (ii) in Theorem 1.

First, consider the case X = ×dl=1[al, bl], −∞ ≤ al < bl ≤ ∞ and W is arbitrary. Observe that QH = PX

is always a valid surrogate measure for PX with respect to H, according to Definition 2. The conclusion

then follows from Case 1 from Section 3.1 with fQ = fX .

Second, consider the case when X may be unbounded. We present a general construction, and then

specialize it to the example discussed in the paper. Suppose we can find QH diffeomorphic to [0, 1]d such

that X ∩ Supp(H) ⊆ QH ⊆ X ∪ Supp(H)c, with PX(X ∩ Supp(H)) < 1 and m(QH \ (X ∩ Supp(H))) > 0.

Setting QH to be the probability measure with Lebesgue density fQ such that

fQ(x) =


fX(x), if x ∈ X ∩ Supp(H),

(1−PX(X ∩ Supp(H)))/m(QH \ (X ∩ Supp(H))), if x ∈ QH \ (X ∩ Supp(H)),

0, otherwise.

then QH is a surrogate measure of PX with respect to H. Suppose χ is a diffeomorphism from QH to

[0, 1]d. Since we assumed X ∩ Supp(H) ⊆ QH ⊆ X ∪ Supp(H)c, with PX(X ∩ Supp(H)) < 1 and m(QH \
(X ∩ Supp(H))) > 0, we can check that (1) fQ is supported and positive on QH, (2) fQ agrees with fX on

X∩Supp(H). Then Case 2 in Section 3.1 implies ϕH = TQH◦χ−1◦χ is a valid normalizing transformation, and

condition (ii) in Theorem 1 holds. Suppose 0 < infx∈X∩Supp(H) fX(x) < supx∈X∩Supp(H) fX(x) < ∞ and
sup

x∈[0,1]d
| det(∇χ−1(x))|

inf
x∈[0,1]d

| det(∇χ−1(x))| ∥∥∇χ
−1∥2∥∞ <∞, then we have c1 = O(1) and c2 = O(1) (and hence c3 = O(1)).

For a concrete example, consider the case X = Rd+, W = ×dl=1[al, bl], 0 ≤ al < bl <∞, and K = [−1, 1]d.

Observe that Supp(H) ∩ X = ×dl=1[(al − b)+, bl + b] = ×dl=1[al, bl]. Since X = Rd+, PX(×dl=1[al, bl]) < 1.

Moreover, we can check that X ∩Supp(H) ⊆ QH ⊆ X ∪Supp(H)c and QH agrees with PX on X ∩Supp(H).

The rest then follows from the general construction above.

SA-II.6.2 Class H and Its Corresponding Constants

Let H = {hw : w ∈ W} with hw(·) = b−d/2K(b−1(w − ·)). Since K is compactly supported and Lipschitz,

M{K} < ∞. Hence, MH = b−d/2M{K} ≤ CKb
−d/2 and LH ≤ b−

d
2−1L{K} ≤ CKb

−d/2−1, where CK is a

constant that only depends on the kernel function K. Since supw∈W m(Supp(hw)) ≤ CKb
d and each hw is

differentiable,

TVH = sup
w∈W

∫
∥∇hw(u)∥du ≤ sup

w∈W
m(Supp(hw))LH ≤ CKb

d/2−1.

To upper bound KH, let D ⊆ QH be a cube with edges of length a parallel to the coordinate axises. Consider

the following two cases: (i) if a < b, then TVH,D ≤ CKb
−d/2−1ad ≤ CKb

−d/2ad−1; (ii) if a > b, then

TVH,D ≤ CK supw∈W m(Supp(hw))LH ≤ CKb
db−d/2−1 ≤ CKb

−d/2bd−1 ≤ CKb
−d/2ad−1. This shows

KH ≤ CKb
−d/2.

Next, by a change of variables,

EH = sup
w∈W

∫
b−

d
2 |K(b−1(w − u))|fX(u)du = sup

w∈W

∫
b−

d
2 |K(z)|fX(w − hz)bddz ≤ CKb

d/2.
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Finally, we check that H is a VC-type class. We will apply Lemma 7 from Cattaneo et al. (2024)

on the class M−1
H H. To check the conditions in this lemma, define gw(·) = b−

d
2 M−1

H K(·) for all w ∈ W.

Note that gw is the same function for all w ∈ W in this setting (but, more generally, our results allow

for functions varying with the evaluation point such as in the case of boundary adaptive kernels). Then

M−1
H H = {gw(w−·

b ) : w ∈ W}, and there exists a constant cK , only depending on M{K} and L{K}, such that

sup
w∈W

∥gw∥∞ ≤ cK , sup
w∈W

sup
u,v∈QH

|gw(u)− gw(v)|
∥u− v∥∞

≤ cK , sup
w,w′∈W

sup
u∈QH

|gw(u)− gw′(u)|
∥w −w′∥∞

≤ cK .

We can apply Lemma 7 from Cattaneo et al. (2024), which is modified upon Lemma 4.1 from Rio (1994),

to show that for all 0 < ε < 1, NM−1
H

H(ε, 1) ≤ cKε
−d−1 + 1, and hence

NH(ε, MH) ≤ cKε
−2d−2 + 1,

The conclusions on uniform Gaussian strong approximation rates then follow from Corollaries 1–3.

SA-III Multiplicative-Separable Empirical Process

Let zi = (xi, yi) ∈ X × Y ⊆ Rd × R, i = 1, . . . , n, be i.i.d. random vectors supported on a background

probability space (Ω,F ,P). The multiplicative-separable empirical process is

Gn(g, r) =
1√
n

n∑
i=1

(
g(xi)r(yi)−E[g(xi)r(yi)]

)
, g ∈ G, r ∈ R,

where G and R are possibly n-varying classes of functions. Notably, if we takeH = G·R = {g·r : g ∈ G, r ∈ R},
then the above process can also be written as a generic empirical process based on (zi : 1 ≤ i ≤ n) because

Xn(h) = Xn(g · r) =
1√
n

n∑
i=1

((g · r)(zi)−E[(g · r)(zi)]), h = g · r ∈ H = G · R.

Hence, the same decomposition for the Xn process also applies for the Gn process:

∥Gn − ZGn ∥G×R ≤ ∥Gn − ZGn ∥(G×R)δ + ∥Gn −Gn ◦ π(G×R)δ∥G×R + ∥ZGn ◦ π(G×R)δ − ZGn ∥G×R

≤ ∥Π1ZGn − ZGn ∥(G×R)δ + ∥Gn − Π1Gn∥(G×R)δ + ∥Π1Gn − Π1Z
G
n ∥(G×R)δ

+ ∥Gn −Gn ◦ π(G×R)δ∥G×R + ∥ZGn ◦ π(G×R)δ − ZGn ∥G×R,

where (G×R)δ denotes a discretization (or meshing) of G×R (i.e., δ-net of G×R), and the terms ∥Gn−Gn ◦
π(G×R)δ∥G×R and ∥ZGn ◦ π(G×R)δ −ZGn ∥G×R capture the fluctuations (or oscillations) of Gn and ZGn relative

to the meshing for each of the stochastic processes. ∥Π1Gn−Π1Z
G
n ∥(G×R)δ and ∥Π1ZGn −ZGn ∥(G×R)δ represent

projections onto a Haar function space, where Π1Gn(h) = Gn ◦ Π1h. The operator Π1 is a projection onto

piecewise constant functions that respects the multiplicative structure of the Gn process. The final term

∥Π1Gn − Π1Z
G
n ∥(G×R)δ captures the coupling between the empirical process and the Gaussian process (on a

δ-net of G× R, after the projection Π1).

A general result under uniform entropy integral conditions is presented in Section SA-III.2, and a corol-

lary under a VC-type condition is presented in Section SA-III.3. The proofs exploit the existence of a
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surrogate measure and normalizing transformation of G with respect to PX , the law of x1, as developed in

Section SA-II.2. The preliminary technical results differ from those in Section SA-II by explicitly leveraging

the multiplicative structure of the empirical process, and are organized as follows.

• Section SA-III.1.1 introduces the class of cylindered quasi-dyadic cell expansions based on PZ , which can

be viewed as a special case of the quasi-dyadic cell expansions from Definition SA.5 that leverages the

multiplicative structure. This cell expansion is tailored to the multiplicative structure, with the upper

layers corresponding to splits in the xi-direction and the lower layers handling divisions along the yi-

direction.

• Section SA-III.1.2 introduces an alternative to the L2 projection onto piecewise constant functions on the

chosen cells: the product-factorized projection, Π1. This projection exploits the multiplicative structure of

Gn, allowing the empirical process to treat xi and yi as independent in layers where cells divide along Y,

thereby isolating contributions from G and R. To analyze the projection errors ∥Gn − Π1Gn∥(G×R)δ and

∥ZGn − Π1Z
G
n ∥(G×R)δ, we also define the L2 projection onto piecewise constant functions on the chosen

cells, Π0.

• Section SA-III.1.3 constructs the Gaussian process (ZGn (g, r) : (g, r) ∈ G × R). These constructions are

essentially the same as those in Section SA-II.1.3, relying on coupling binomial random variables with

Gaussian random variables.

• Section SA-III.1.4 handles the meshing errors ∥Gn−Gn ◦π(G×R)δ∥G×R and ∥ZGn ◦π(G×R)δ −ZGn ∥G×R using

standard empirical process results, which give the contribution F(δ) emerging from Talagrand’s inequality

(Giné and Nickl, 2016, Theorem 3.3.9) combined with a standard maximal inequality (Chernozhukov et al.,

2014, Theorem 5.2). This allows us to focus on the error on the δ-net to simply study ∥Gn − ZGn ∥(G×R)δ .

• Section SA-III.1.5 addresses the strong approximation error ∥Π1Gn − Π1Z
G
n ∥(G×R)δ . The multiplicative

structure of Gn and the pre-factorization of coefficients in Π1Gn and Π1Z
G
n enable a new bound on the

strong approximation error for the empirical process indexed by piecewise constant functions. Specifically,

we establish a bound on E[∥Π1Gn − Π1Z
G
n ∥2(G×R)δ

] that is polynomial in the number of splits along the

yi-direction and exponential in the number of splits along the xi-direction. This is a key step in achieving

a Gaussian strong approximation rate that treats splits along the yi-dimension as residual contributions.

• Section SA-III.1.6 addresses the projection errors ∥Gn−Π1Gn∥(G×R)δ and ∥ZGn −Π1Z
G
n ∥(G×R)δ . We begin by

comparing the two projections, bounding the differences ∥Π1Gn−Π0Gn∥(G×R)δ and ∥Π1ZGn −Π0Z
G
n ∥(G×R)δ .

Next, we control the L2 projection errors ∥Gn − Π0Gn∥(G×R)δ and ∥ZGn − Π0Z
G
n ∥(G×R)δ using Bernstein

inequality and similar arguments as in Section SA-II.1.6.

SA-III.1 Preliminary Technical Results

This section presents preliminary technical results that are used to prove Theorem SA.1. Whenever possible,

these results are presented at a higher level of generality, and therefore may be of independent theoretical

interest. Throughout this section, we employ the following assumption.

Assumption SA.2. Suppose (zi = (xi, yi) : 1 ≤ i ≤ n) are i.i.d. random vectors taking values in

(Rd+1,B(Rd+1)), where (x1, y1) has joint distribution PZ . Suppose x1 has distribution PX supported on

X ⊆ Rd, y1 has distribution PY supported on Y ⊆ R, and the following conditions hold.
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(i) G is a real-valued pointwise measurable class of functions on (X ,B(X ),PX).

(ii) MG,X <∞ and JX (1,G, MG,X ) <∞.

(iii) R is a real-valued pointwise measurable class of functions on (Y,B(Y),PY ).

(iv) MR,Y(y)+pTVR,(−|y|,|y|) ≤ v(1+ |y|α) for all y ∈ Y, for some v > 0, and for some α ≥ 0. Furthermore,

if α > 0, then supx∈X E[exp(|yi|)|xi = x] ≤ 2.

(v) JY(R,MR,Y , 1) <∞.

Compared to the assumptions in Theorem 2, this assumption does not require the existence of a surrogate

measure or a normalizing transformation. It will be applied in the analysis of terms in the error decomposi-

tion, where we work with the distribution PZ , and an extra condition on the existence of Lebesgue density

of PX is assumed whenever necessary (Section SA-III.1.6). The surrogate measure and the normalizing

transformation will be used in the proof of Theorem SA.1 with the help of Section SA-II.2, providing greater

flexibility in the data generating process.

SA-III.1.1 Cells Expansions

Definition SA.7 (Cylindered Quasi-Dyadic Expansion of Rd). Let P denote the joint distribution of (X, Y ),

a random vector taking values in (Rd×R,B(Rd)⊗B(R)), and let PX be the marginal distribution of X. For

a given ρ ≥ 1, a collection of Borel measurable sets in Rd+1, CM,N (P, ρ) = {Cj,k : 0 ≤ k < 2M+N−j , 0 ≤ j ≤
M + N}, is called a cylindered quasi-dyadic expansion of Rd+1 of depth M for the main subspace Rd and

depth N for the multiplier subspace R with respect to P if the following conditions hold:

1. For all N ≤ j ≤ M + N , 0 ≤ k < 2M+N−j, there exists a set Xj−N,k ⊆ Rd such that Cj,k =

Xj−N,k × Y∗,N,0, with Y∗,N,0 a subset of R and P(CM+N,0) = 1. The collection CM (PX , ρ) = {Xl,k :

0 ≤ l ≤M, 0 ≤ k < 2M−l} forms a quasi-dyadic expansion of depth M with respect to PX .

2. For all 0 ≤ j < N and 0 ≤ k < 2M+N−j, let l and m be the unique non-negative integers such that

k = 2N−j l +m. Then there exists a set Yl,j,m ⊆ R such that Cj,k = X0,l × Yl,j,m. Moreover, for each

0 ≤ l < 2M , the collection {Yl,j,m : 0 ≤ j < N, 0 ≤ m < 2N−j} forms a dyadic expansion of depth N

with respect to the conditional distribution P(Y ∈ · | X ∈ X0,l), and Yl,N,0 = Y∗,N,0.

When ρ = 1, CM,N (P, 1) is called a cylindered dyadic expansion. For notational simplicity, we write

pX [CM,N (P, ρ)] = {Xl,k : 0 ≤ l ≤M, 0 ≤ k < 2M−l}.

Definition SA.8 (Axis-Aligned Quasi-Dyadic Expansion of Rd). Let P denote the joint distribution of

(X, Y ), a random vector taking values in (Rd × R,B(Rd) ⊗ B(R)), and let PX be the marginal distribution

of X. For a given ρ ≥ 1, a collection of Borel measurable sets in Rd+1, AM,N (P, ρ) = {Cj,k : 0 ≤ k <

2M+N−j , 0 ≤ j ≤M+N}, is called an axis-aligned cylindered quasi-dyadic expansion of Rd+1 of depth M in

the main subspace Rd and depth N in the multiplier subspace R with respect to P if the following conditions

hold:

1. AM,N (P, ρ) is a cylindered quasi-dyadic expansion of Rd+1, of depth M for the main subspace Rd and

depth N for the multiplier subspace R, with respect to P.

2. pX [AM,N (P, ρ)] = {Xl,k : 0 ≤ l ≤ M, 0 ≤ k < 2M−l} forms an axis-aligned quasi-dyadic expansion of

depth M with respect to PX .

When ρ = 1, AM,N (P, 1) is called an axis-aligned cylindered dyadic expansion.
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SA-III.1.2 Projection onto Piecewise Constant Functions

Consider a cylindered quasi-dyadic expansion CM,N (P, ρ) where P is the joint distribution of a random

vector (X, Y ) taking values in (Rd ×R,B(Rd)⊗B(R)). Define the span of the Haar basis over the terminal

cells as described in Section SA-II.1.2, specifically

EM+N = Span{1C0,k
: 0 ≤ k < 2M+N}.

For h ∈ L2(P), recall that the mean square projection of h onto EM+N is given by

Π0(CM,N (P, ρ))[h] =
∑

0≤k<2M+N

1C0,k

P(C0,k)

∫
C0,k

h(u) dP(u).

and the β-coefficients are defined by

βj,k(h) =
1

P(Cj,k)

∫
Cj,k

h(u)dP(u), β̃j,k(h) = βj−1,2k(h)− βj−1,2k+1(h).

Then we still have

Π0(CM,N (P, ρ))[h] = βK,0(h)eK,0 +
∑

1≤j≤K

∑
0≤k<2K−j

β̃j,k(h)ẽj,k,

where

ej,k = 1Cj,k
, ẽj,k =

P(Cj−1,2k+1)

P(Cj,k)
ej−1,2k −

P(Cj−1,2k)

P(Cj,k)
ej−1,2k+1,

for all (j, k) ∈ IM+N = {(j, k) ∈ N× N : 1 ≤ j ≤M +N, 0 ≤ k < 2M+N−j}. We refer to Π0(CM,N (P, ρ)) as

Π0 for simplicity.

To address the separable structure of g(X)r(Y ), we define the product-factorized projection from L2(P)

to EM+N = Span{C0,k = X0,l × Yl,0,m : 0 ≤ l < 2M , 0 ≤ m < 2N , k = 2N l +m}, defined as

Π1(CM,N (P, ρ))[g, r] = γM+N,0(g, r)eM+N,0 +
∑

1≤j≤M+N

∑
0≤k<2M+N−j

γ̃j,k(g, r)ẽj,k, (SA-9)

and

γj,k(g, r) =

E[g(X)r(Y )|X ∈ Xj−N,k], if N ≤ j ≤M +N,

E[g(X)|X ∈ X0,l] ·E[r(Y )|X ∈ X0,l, Y ∈ Yl,0,m], if j < N, k = 2N−j l +m,

and γ̃j,k(g, r) = γj−1,2k(g, r)− γj−1,2k+1(g, r). We refer to Π1(CM,N (P, ρ)) as Π1 for simplicity.

The Haar basis representation in Equation (SA-9) decomposes the function into layers of increasingly

localized fluctuations. However, at lower layers (1 ≤ j ≤ N), the local fluctuation is characterized by the

product-factorized projection E[g(X)|X ∈ X0,l] ·E[r(Y )|X ∈ X0,l, Y ∈ Yl,0,m], rather than E[g(X)r(Y )|X ∈
X0,l × Yl,0,m]. This distinction makes Π1(CM,N (P, ρ))[g, r] generally different from Π0(CM,N (P, ρ))[g · r].

Now, we define the empirical processes indexed by projected functions. For any real valued functions g
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on Rd and r on R such that
∫
Rd

∫
R g(x)

2
P(dydx) <∞ and

∫
Rd

∫
R r(y)

2
P(dydx) <∞, we define

Π1Gn(g, r) = Xn ◦ Π1[CM,N (P, ρ)](g, r),

Π0Gn(g, r) = Xn ◦ Π0[CM,N (P, ρ)](gr),
(SA-10)

recalling (Xn(f) : f ∈ F) is the empirical process based on a random sample (zi = (xi, yi) : 1 ≤ i ≤ n) with

Xn(f) = n−1/2
n∑
i=1

(f(xi, yi)−E[f(xi, yi)]).

SA-III.1.3 Strong Approximation Construction

In this section, we construct the Gaussian process ZGn (along with some auxiliary Gaussian processes) on a

possibly enlarged probability space to couple with the empirical process Gn.

Lemma SA.12. Suppose Assumption SA.2 holds, and a cylindered quasi-dyadic expansion CK(PZ , ρ) is

given. Then, (G · R) ∪ Π0(G× R) ∪ Π1(G× R) is PZ-pregaussian.

Proof of Lemma SA.12. By the entropy integral conditions on G and R and Definitions 10 and SA.4,

JX×Y(G · R, MG,XMR,Y , δ) = JX×Y(G× R, MG,XMR,Y , δ)

≤
√
2JX×Y(G, MG,X , δ/

√
2) +

√
2JX×Y(R,MR,Y , δ/

√
2)

≤
√
2JX (G, MG,X , δ/

√
2) +

√
2JY(R,MR,Y , δ/

√
2)

where G = {(x, y) ∈ X × Y 7→ g(x) : g ∈ G} and R = {(x, y) ∈ X × Y 7→ r(y) : r ∈ R}.

Claim 1: For all 0 < δ < 1,

JX×Y(Π0(G× R), cv,αMG,XN
α, δ) ≤ JX×Y(G× R, MG,XMR,Y , δ),

where cv,α = vmax{1 + (2α)
α
2 , 1 + (4α)α}.

Proof of Claim 1: We consider the two cases of whether α > 0 in Assumption SA.2 (iv) separately.

If α > 0, by Step 2 in Definition SA.7, max0≤l<2M+N E[exp(yi/(N log 2))|(xi, yi) ∈ C0,l] ≤ 2. Hence

max
0≤l<2M+N

sup
r∈R

E[|r(yi)||(xi, yi) ∈ C0,l] ≤ v(1 + max
0≤l<2M+N

E[|yi|α|(xi, yi) ∈ C0,l])

≤ v(1 + (2N
√
α)α). (SA-11)

Definition of Π0 then implies

sup
g∈G

sup
r∈R

sup
(x,y)∈CM+N,0

|Π0(gr)(x, y)| ≤ cv,αMG,XN
α. (SA-12)

Moreover, if α = 0, Assumption SA.2 (iv) implies MR,Y ≤ 1, Equations (SA-11), (SA-12) hold with α = 0.
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Let Q be a finite discrete measure on X × Y. Definition of Π0 and Jensen’s inequality implies

∥Π0f − Π0g∥2Q,2 ≤
∑

0≤k<2M+N

Q(C0,k)(2
M+N

∫
C0,k

f − gdPZ)
2

≤
∑

0≤k<2M+N

Q(C0,k)2
M+N

∫
C0,k

(f − g)2dPZ , ∀f, g ∈ G · R.

Define a measure Q̃ such that for any A ∈ B(Rd×R), Q̃(A) =
∑

0≤k<2M+N Q(C0,k)2
M+N

PZ(A∩C0,k), then

∥Π0f − Π0g∥2Q,2 ≤ ∥f − g∥2
Q̃,2

, ∀f, g ∈ G · R.

Lemma SA.15 implies that there exists an δcv,αMG,XN
α-net L of G × R with cardinality no greater than

NG×R,X×Y(δ, ∥MG,XMR,Y∥Q̃,2) such that for all f ∈ Π0(G× R), there exists g ∈ L such that

∥f − g∥2
Q̃,2

≤ δ2∥MG,XMR,Y∥2Q̃,2 ≤ δ2(cv,αMG,XN
α)2.

The claim then follows.

Claim 2: For all 0 < δ < 1,

JX×Y(Π1(G× R), cv,αMG,XN
α, δ) ≲ JX×Y(G× R, MG,XMR,Y , δ/3).

Proof of Claim 2: Definition SA.5 and the definition of product factorized projection imply that for the

upper layers with N ≤ j ≤M +N ,

γj,k(g, r) = E[g(xi)r(yi)|xi ∈ Xj−N,k] = E[g(xi)r(yi)|(xi, yi) ∈ Cj−N,k],

that is, the coefficients coincide with those from the mean square projection. Take CM,0 = {Cj,k : N ≤ j ≤
M +N, 0 ≤ k < 2M+N−j} to be the collection of all upper layer cells down to the N -th layer, then

Π1[CM,0(PZ , ρ)](g, r) = Π0[CM,0(PZ , ρ)](gr), g ∈ G, r ∈ R.

For the lower layers 0 ≤ j < N , suppose P̃Z is a mapping from B(Rd+1) to [0, 1] such that

P̃Z(E) = inf

{ L∑
ℓ=1

∑
0≤l<2M

∑
0≤m<2N

E[1(xi ∈ Aℓ)|xi ∈ X0,l] ·E[1(yi ∈ Bℓ)|xi ∈ X0,l, yi ∈ Yl,0,m] :

E ⊆ ⊔L
ℓ=1Aℓ ×Bℓ with Aℓ ×Bℓ, 1 ≤ l ≤ L ∈ N, disjoint rectangles in B(Rd)⊗ B(R)

}
,
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with E ∈ B(Rd+1). It follows that P̃Z defines a probability measure on (Rd+1,B(Rd+1)), and

γj,k(g, r) = E[g(xi)|xi ∈ X0,l] ·E[r(yi)|xi ∈ X0,l, yi ∈ Yl,j,m]

=
∑

m′:Yl,j,m′⊆Yl,j,m

2−jE[g(xi)|xi ∈ X0,l] ·E[r(yi)|xi ∈ X0,l, yi ∈ Yl,0,m′ ]

=
∑

m′:Yl,j,m′⊆Yl,j,m

2−jE
P̃Z

[g(xi)r(yi)|xi ∈ X0,l, yi ∈ Yl,j,m′ ]

= E
P̃Z

[g(xi)r(yi)|xi ∈ X0,l, yi ∈ Yl,j,m]

= E
P̃Z

[g(xi)r(yi)|(xi, yi) ∈ Cj,k], 0 ≤ j < N, 0 ≤ k < 2M+N−j ,

where E
P̃Z

means the expectation is taken with (xi, yi) following the law of P̃Z instead of PZ . This implies

Π1[CM,N (PZ , ρ)](g, r)− Π1[CM,0(PZ , ρ)](g, r) = Π0[CM,N (P̃Z , ρ)](gr)− Π0[CM,0(P̃Z , ρ)](gr), g ∈ G, r ∈ R.

We can then express the Π1 projection of (g, r) as three L2 projections as follows:

Π1[CM,N (PZ , ρ)](g, r) = Π1[CM,0(PZ , ρ)](g, r) + Π1[CM,N (PZ , ρ)](g, r)− Π1[CM,0(PZ , ρ)](g, r)

= Π0[CM,0(PZ , ρ)](gr) + Π0[CM,N (P̃Z , ρ)](gr)− Π0[CM,0(P̃Z , ρ)](gr), g ∈ G, r ∈ R.

Since ∥Π0[CM,N (P̃Z , ρ)]∥G×R ≤ cv,αMG,XN
α, Claim 1 applies to all of the three terms:

JX×Y(Π0[CM,N (PZ , ρ)](G× R), cv,αMG,XN
α, δ) + JX×Y(Π0[CM,N (P̃Z , ρ)](G× R), cv,αMG,XN

α, δ)

+ JX×Y(Π0[CM,0(P̃Z , ρ)](G× R), cv,αMG,XN
α, δ) ≲ JX×Y(G× R, MG,XMR,Y , δ).

Then Claim 2 follows from Claim 1.

Putting together,

JX×Y((G× R) ∪ Π0(G× R) ∪ Π1(G× R), MG,XMR,Y + cv,αMG,XN
α, 1)

≲ JX (G, MG,X , 1) + JY(R,MR,Y , 1) <∞,

and the conclusion follows from separability of G and R, and van der Vaart and Wellner (2013, Corollary

2.2.9). □

The construction of the Gaussian process essentially follows from the arguments in Section SA-II.1.3 with

zi’s replacing xi’s. (Recall that zi = (xi, yi) in this section.) We start with a Gaussian process indexed by

(G · R) ∪ Π0(G × R) ∪ Π1(G × R) with almost sure continuous sample paths, and take conditional quantile

transformations of Gaussian process indexed by 1Cj,k
to construct counts of (xi, yi)’s on the cells Cj,k’s. By a

Skorohod embedding argument, this Gaussian process can be taken on a possibly enriched probability space.

More precisely, we have the following result.

Lemma SA.13. Suppose Assumption SA.2 holds and a cylindered dyadic expansion CM,N (PZ , 1) is given.

Then on a possibly enlarged probability space, there exists a PZ-Brownian bridge Bn indexed by F = (G ·R)∪
Π0(G×R)∪ Π1(G×R) with almost sure continuous trajectories on (F, dPZ

) such that for any f ∈ F and any
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x > 0,

P

(∣∣∣∣ n∑
i=1

f(xi, yi)−
√
nBn(f)

∣∣∣∣ ≥ 24
√
∥f∥2EM+N

x+ 4
√
C{f},M+Nx

)
≤ 2 exp(−x),

where for both ∥f∥2EM+N
and C{f},M+N are defined in Lemma SA.3.

Proof of Lemma SA.13. The result follows from Lemma SA.12 and Lemma SA.3 with (xi, yi) replacing

xi. □

Lemma SA.14. Suppose Assumption SA.2 holds and a cylindered quasi-dyadic expansion CM,N (PZ , ρ) with

ρ > 1 is given. Then on a possibly enlarged probability space, there exists a PZ-Brownian bridge Bn indexed

by F = (G ·R)∪ Π0(G×R)∪ Π1(G×R) with almost sure continuous trajectories on (F, dPZ
) such that for any

f ∈ F and x > 0,

P

(∣∣∣∣ n∑
i=1

f(xi, yi)−
√
nBn(f)

∣∣∣∣ ≥ Cρ

√
∥f∥2EM+N

x+ Cρ
√
C{f},M+Nx

)
≤ 2 exp(−x) + 2M+2 exp(−Cρn2−M ),

where Cρ is a constant that only depends on ρ.

Proof of Lemma SA.14. Replacing xi by zi = (xi, yi) in Section SA-II.1.3 (and with the help of the

pregaussian lemma SA.12), suppose we constructed as therein on a possibly enlarged probability space the

i.i.d standard Gaussian random variables (ξ̃j,k : (j, k) ∈ IM+N ) and the Binomial counts (Uj,k : (j, k) ∈
JM+N ) = (

∑n
i=1 ej,k(zi) : (j, k) ∈ JM+N ). Again, we take Ũj,k = Uj−1,2k − Uj−1,2k+1 for (j, k) ∈ IM+N .

By Definition SA.7, the upper layer cells (N ≤ j ≤ M + N) may not be dyadic with respect to PZ , but

the lower layer cells (0 ≤ j < N) are. Tusnády’s Lemma (Bretagnolle and Massart, 1989, Lemma 4) and

Lemma SA.4 then imply whenever the event A holds, with

A = {|Ũj,k| ≤ c1,ρUj,k, for all N ≤ j ≤M +N, 0 ≤ k < 2M+N−j},

we know the following relations hold almost surely in PZ ,∣∣∣∣∣Ũj,k −
√
Uj,k

PZ(Cj−1,2k)PZ(Cj−1,2k+1)

PZ(Cj,k)2
ξ̃j,k

∣∣∣∣∣ < c2,ρξ̃
2
j,k + c3,ρ,

∣∣∣Ũj,k∣∣∣ ≤ 1/c0,ρ + 2

√
PZ(Cj−1,2k)PZ(Cj−1,2k+1)

PZ(Cj,k)2
Uj,k|ξ̃j,k|,

for all (j, k) ∈ IM+N , and where c0,ρ, c1,ρ, c2,ρ, c3,ρ are constants that only depends on ρ. By similar argument

as in the proof for Lemma SA.5, P(Ac) ≤ 3 · 2M exp(−min{c21,ρ/3, 1/8}ρ−1n2−M ). The rest of the proof

follows from Lemma SA.5 by replacing xi with (xi, yi). □

The above two lemmas allow for constructions of Gaussian processes and projected Gaussian processes

as counterparts of the empirical processes in Section SA-II.1.3. In particular, we take ZGn , Π0Z
G
n , Π1Z

G
n to be

the empirical processes indexed by G× R such that

ZGn (g, r) = Bn(g · r), (g, r) ∈ G× R. (SA-13)
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We also define the following ancillary processes for analysis:

Π0Z
G
n (g, r) = Bn(Π0[g · r]), Π1Z

G
n (g, r) = Bn(Π1[g, r]), (g, r) ∈ G× R. (SA-14)

In particular, (ZGn (g, r) : g ∈ G, r ∈ R) has almost sure continuous trajectories in (G× R, dPZ
)

The following ancillary lemma for uniform covering number and uniform entropy integrals is used in the

proof of Lemma SA.12.

Lemma SA.15 (Covering Number using Covariance Semi-metric). Assume F is a class of functions from a

measurable space (X ,B(X )) to R with envelope function MF,X . Let P be a probability measure on (X ,B(X )).

Then, for any 0 < ε < 1,

N(F, ∥·∥P,2, ε∥MF,X ∥P,2) ≤ NF,X (ε,MF,X ).

Proof of Lemma SA.15. The proof essentially follows from the arguments for (van der Vaart and Wellner,

2013, Theorem 2.5.2), but we present here for completeness. Define H = {(f − g)2 : f, g ∈ F} ∪ {MF,X }.
Then, for all 0 < ε < 1,

sup
Q
N(H, ∥·∥Q,1, ε∥M2

F,X ∥Q,1) ≤ sup
Q
N(H, ∥·∥Q,1, ε∥M2

F,X ∥Q,2) ≤ sup
Q
N(F, ∥·∥Q,1, ε∥MF,X ∥Q,1)2,

where the supremums are all taken over finite discrete measures on X . By Theorem 2.4.3 in van der Vaart

and Wellner (2013), H is Glivenko-Cantelli. Let X1, X2, . . . be a sequence of i.i.d. random variables with

distribution P . Define QN = 1
N

∑N
j=1 δXj

. Let 0 < ε < 1 and δ > 0. Then there exists N ∈ N and a

realization x1, . . . , xN of X1, . . . , XN such that if we denote PN = 1
N

∑N
i=1 δxi

, then for all f1, f2 ∈ F,

∣∣∥f1 − f2∥2P,2 − ∥f1 − f2∥2PN ,2

∣∣ ≤ δ2ε2∥MF,X ∥2P,2,

|∥MF,X ∥P,2 − ∥MF,X ∥PN ,2| ≤ δ∥MF,X ∥P,2.

Since PN is a finite discrete measure on X , there exists an ε∥MF,X ∥PN
-net, G, of F with minimal cardinality

such that for all f ∈ F, there exists f0 ∈ G such that ∥f − f0∥PN ,2 ≤ ε∥MF,X ∥PN ,2 ≤ ε(∥MF,X ∥P,2 +

δ∥MF,X ∥P,2) ≤ (1 + δ)ε∥MF,X ∥P,2. It follows that for all f ∈ F, there exists g ∈ G such that

∥f − g∥P,2 ≤ ∥f − g∥PN ,2 + |∥f − g∥P,2 − ∥f − g∥PN ,2| ≤ (1 + 2δ)ε∥MF,X ∥P,2,

Hence, N(F, ∥·∥P,2, ε∥MF,X ∥P,2) ≤ NF,X (ε/(1 + 2δ), MF,X ). Take δ → 0 to obtain the desired result. □

SA-III.1.4 Meshing Error

To simplify notation, the parameters of G (Definitions 4 to 12) are taken with C = X , and the index X is

omitted where there is no ambiguity; the parameters of R (Definitions 4 to 12) are taken with C = Y, and

the index Y is omitted where there is no ambiguity; and the parameters of G×R (Definitions 4 to 12, SA.3,

SA.4) are taken with C = X × Y, and the index X × Y is omitted where there is no ambiguity. We also

define, for δ ∈ (0, 1],

N(δ) = NG(δ/
√
2, MG)NR(δ/

√
2,MR)
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and

J(δ) =
√
2J(G, MG, δ/

√
2) +

√
2J(R,MR, δ/

√
2).

For 0 < δ ≤ 1, consider a δMG∥MR∥PY ,2-net of (G × R, ∥ · ∥PZ ,2), denoted by (G × R)δ, with cardinality at

most NG×R(δ, MG∥MR∥PY ,2). Define the projection onto the δ-net as a mapping π(G×R)δ : G × R → G × R

such that ∥π(G×R)δ(g, r)− gr∥PZ ,2 ≤ δMG∥MR∥PY ,2 for all g ∈ G and r ∈ R.

Lemma SA.16. Suppose Assumption SA.2 holds, a cylindered quasi-dyadic expansion CM,N (PZ , ρ) is given,

(ZGn (g, r) : g ∈ G, r ∈ R) is the Gaussian process constructed as in Equation (SA-13) on a possibly enlarged

probability space, and (G× R)δ is chosen in Section SA-III.1.4. For all t > 0 and 0 < δ < 1,

P
[
∥Gn −Gn ◦ π(G×R)δ∥G×R + ∥ZGn ◦ π(G×R)δ − ZGn ∥G×R > C1cv,αF

G
n (t, δ)

]
≤ 8 exp(−t),

where cv,α = v(1 + (2α)
α
2 ) and

FGn (t, δ) = J(δ)MG +
(log n)α/2MGJ

2(δ)

δ2
√
n

+
MG√
n
t+ (log n)α

MG√
n
tα.

Proof of Lemma SA.16. By standard empirical process arguments, we can show for any 0 < δ < 1,

NG×R(δ, MGMR) ≤ N(δ) and J(δ,G × R, MGMR) ≤ J(δ). By definition of π(G×R)δ , ∥π(G×R)δh − h∥PZ ,2 ≤
δ∥MGMR∥PZ ,2 = δMG∥MR∥PY ,2. Take L = {h − π(G×R)δh : h ∈ G × R}. Then, by Theorem 5.2 in Cher-

nozhukov et al. (2014),

E[∥Xn∥L] ≲ J(δ)MG∥MR(yi)∥2 +
MG∥max1≤i≤nMR(yi)∥2J2(δ)

δ2
√
n

≲ cv,αJ(δ)MG + cv,α(log n)
α/2 MGJ

2(δ)

δ2
√
n
.

Moreover, ∥max1≤i≤n supg∈G,r∈R |g(xi)r(yi)|∥ψα−1 ≲ vMG(∥max1≤i≤n yi∥ψ1
)α ≲ vMG(log n)

α. Hence, by

Theorem 4 in Adamczak (2008), for any t > 0, with probability at least 1− 4 exp(−t),

∥Xn∥L ≲ cv,αJ(δ)MG + cv,α
MGJ

2(δ)

δ2
√
n

+ cv,α
MG√
n
t+ cv,α(log n)

α MG√
n
tα.

In particular, ∥Xn∥L = ∥Gn − Gn ◦ π(G×R)δ∥G×R. The bound for ∥ZGn − ZGn ◦ π(G×R)δ∥ follows from a

standard concentration inequality for Gaussian suprema. □

SA-III.1.5 Strong Approximation Errors

To simplify notation, the parameters of G (Definitions 4 to 12) are taken with C = X , and the index X is

omitted where there is no ambiguity; the parameters of R (Definitions 4 to 12) are taken with C = Y, and

the index Y is omitted where there is no ambiguity; and the parameters of G×R (Definitions 4 to 12, SA.3,

SA.4) are taken with C = X × Y, and the index X × Y is omitted where there is no ambiguity. Recall we

also define, for δ ∈ (0, 1],

N(δ) = NG(δ/
√
2, MG)NR(δ/

√
2,MR)
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and

J(δ) =
√
2J(G, MG, δ/

√
2) +

√
2J(R,MR, δ/

√
2).

Lemma SA.17. Suppose Assumption SA.2 holds, a cylindered dyadic expansion CM,N (PZ , 1) is given,

(Π1Z
G
n (g, r) : g ∈ G, r ∈ R) is the Gaussian process constructed as in Equation (SA-14) on a possibly

enlarged probability space, and (G× R)δ is chosen in Section SA-III.1.4. Then for all t > 0,

P

[
∥Π1Gn − Π1Z

G
n ∥(G×R)δ > C1cv,α

√
N2α+12MEGMG

n
t+ C1cv,α

√
CΠ1(G×R)δ,M+N

n
t
]
≤ 2N(δ)e−t,

where C1 > 0 is a universal constant.

Proof of Lemma SA.17. To simplify notation, we will use E[·|X0,l] in short for E[·|xi ∈ X0,l], and

E[·|X0,l × Yl,j,m] in short for E[·|(xi, yi) ∈ X0,l × Yl,j,m].

Layers N + 1 ≤ j ≤M +N : For these layers, Cj,k = Xj−N,k × Y∗,N,0. By definition of γ̃j,k,∑
N<j≤M+N

∑
0≤k<2M+N−j

|γ̃j,k(g, r)| ≤
∑

N≤j<M+N

∑
0≤k<2M+N−j

E
[
|g(xi)r(yi)|

∣∣xi ∈ Xj−N,k
]

≤
∑

N≤j<M+N

∑
0≤k<2M+N−j

E
[
|g(xi)E[r(yi)|xi]|

∣∣xi ∈ Xj−N,k
]

≤ cv,α
∑

N≤j<M+N

∑
0≤k<2M+N−j

E[|g(xi)1(xi ∈ Xj−N,k)|]P(xi ∈ Xj−N,k)−1

≤ cv,α
∑

N≤j<M+N

EG2
M+N−j

≤ cv,α2
MEG,

where in the third line we have used E[|r(yi)||xi = x] ≤ cv,α = v(1 + (2α)α/2) for all x ∈ X . Moreover,

|γ̃j,k(g, r)| ≤ 2cv,αMG for all j ∈ (N,M +N ], hence∑
N≤j≤M+N

∑
0≤k<2M+N−j

|γ̃j,k(g, r)|2 ≤ 2c2v,α2
MEGMG.

Layers 1 ≤ j ≤ N : By definition, Cj,k = X0,l×Yl,j,m, where k = 2N−j l+m, for some unique l ∈ [0, 2M )

and m ∈ [0, 2N−j). Denote k = (l,m). Fix j and l, sum across m,

2N−j−1∑
m=0

∣∣γ̃j,(l,m)(g, r)
∣∣ = 2N−j−1∑

m=0

|E [g(xi)|X0,l] (E [r(yi)|X0,l × Yl,j−1,2m]−E [r(yi)|X0,l × Yl,j−1,2m+1])| .

Case 1 : α > 0 in (iv) from Assumption SA.2. Then supx∈X E[exp(|yi|)|xi = x] ≤ 2, and Markov’s

inequality implies min{|y| : y ∈ Yl,0,0)} ≤ log(E[exp(|yi|)|X0,l × Yl,0,0]) ≤ log(2 · 2N ) ≤ 2N , and similarly

min{|y| : y ∈ Yl,0,2N−1} ≤ 2N . Hence the middle cells satisfy Yl,j,m ⊆ [−2N, 2N ] for all 0 ≤ j < N ,

1 ≤ m ≤ 2N−j − 2, and

2N−j−2∑
m=1

∣∣E[r(yi)|X0,l × Yl,j−1,2m]−E[r(yi)|X0,l × Yl,j−1,2m+1]
∣∣ ≤ pTVr|[−2N,2N]

≤ cv,αN
α,
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and for the left-most cells,

∣∣E [r(yi)|X0,l × Yl,j−1,1]−E [r(yi)|X0,l × Yl,j−1,0]
∣∣

≤ max
0≤m<2N−j+1

E[r(yi)|X0,l × Yl,j−1,m]− min
0≤m<2N−j+1

E[r(yi)|X0,l × Yl,j−1,m] ≤ 2cv,αN
α,

and similarly for the right-most cells,

∣∣E[r(yi)|X0,l × Yl,j−1,2N−j−1]−E[r(yi)|X0,l × Yl,j−1,2N−j−2]
∣∣ ≤ 2cv,αN

α.

Case 2 : α = 0 in (iv) from Assumption SA.2, since pTV{r} ≤ 2v and M{r} ≤ 2v for all r ∈ R, the above

three inequality still hold. It follows that for all g ∈ G, r ∈ R, fix j, l and sum across m,

2N−j−1∑
m=0

∣∣γ̃j,(l,m)(g, r)
∣∣ ≤ 2cv,αN

α|E[g(xi)|X0,l]|.

Fix j and sum the above across l,

∑
0≤k<2M+N−j

∣∣γ̃j,(l,m)(g, r)
∣∣ = 2M−1∑

l=0

2N−j−1∑
m=0

∣∣γ̃j,(l,m)(g, r)
∣∣

≤ 2cv,αN
α

2M−1∑
l=0

E[|g(xi)1(xi ∈ X0,l)|]P(xi ∈ X0,l)
−1

≤ 2cv,αN
α2MEG.

We can now sum across j to get

N∑
j=1

∑
0≤k<2M+N−j

|γ̃j,k(g, r)| ≤ 2cv,αN
α+12MEG.

By Equation (SA-11), supg∈G,r∈R max(j,k)∈IM+N
|γ̃j,k(g, r)| ≤ 2cv,αN

αMG, and hence∑
1≤j≤N

∑
0≤k<2M+N−j

|γ̃j,k(g, r)|2 ≤ 4c2v,αN
2α+12MEGMG, g ∈ G, r ∈ R.

Putting Together: Putting together the previous two parts,

M+N∑
j=1

2M+N−j∑
k=0

γ̃2j,k(g, r) ≤ 6c2v,αN
2α+12MEGMG, g ∈ G, r ∈ R.

By Lemma SA.13, we know for any (g, r) ∈ G× R, for any x > 0, with probability at least 1− 2 exp(−x),

|Gn ◦ Π1(g, r)− Π1Z
G
n (g, r)| ≲ cv,α

√
N2α+12MEGMG

n
x+ cv,α

√
CΠ1{(g,r)},M+N

n
x,

and the proof is complete. □

Lemma SA.18. Suppose Assumption SA.2 holds, a cylindered dyadic expansion CM,N (PZ , ρ) is given with
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ρ > 1, (Π1Z
G
n (g, r) : g ∈ G, r ∈ R) is the Gaussian process constructed as in Equation (SA-14) on a possibly

enlarged probability space, and (G× R)δ is chosen in Section SA-III.1.4. Then for all t > 0,

P

[
∥Π1Gn − Π1Z

G
n ∥(G×R)δ > C1Cρcv,α

√
N2α+12MEGMG

n
t+ C1Cρcv,α

√
CΠ1(G×R)δ,M+N

n
t
]

≤ 2N(δ)e−t + 2M exp
(
−Cρn2−M

)
,

where C1 > 0 is a universal constant, cv,α = v(1 + (2α)α/2) and Cρ is a constant that only depends on ρ.

Proof of Lemma SA.18. Since CM,N is a cylindered quasi-dyadic expansion, ρ−12−M−N+j ≤ PZ(Cj,k) ≤
ρ2−M−N+j , for all 0 ≤ j ≤M +N , 0 ≤ k < 2M+N−j . The same argument for Lemma SA.17 implies

M+N∑
j=1

2M+N−j∑
k=0

γ̃2j,k(g, r) ≤ cρc
2
v,αN

2α+12MEGMG, g ∈ G, r ∈ R,

where cρ is a constant that only depends on ρ. The result then follows from Lemma SA.14. □

SA-III.1.6 Projection Error

To simplify notation, the parameters of G (Definitions 4 to 12, SA.1, SA.2) are taken with C = X , and the

index X is omitted where there is no ambiguity; the parameters of R (Definitions 4 to 12) are taken with

C = Y, and the index Y is omitted where there is no ambiguity; and the parameters of G×R (Definitions 4

to 12, SA.3, SA.4) are taken with C = X × Y, and the index X × Y is omitted where there is no ambiguity.

Recall we also define, for δ ∈ (0, 1],

N(δ) = NG(δ/
√
2, MG)NR(δ/

√
2,MR)

and

J(δ) =
√
2J(G, MG, δ/

√
2) +

√
2J(R,MR, δ/

√
2).

To analyze the projection error, we employ the decomposition

Π1Gn(g, r)−Gn(g, r) =
(
Π0Gn(g, r)−Gn(g, r)

)
+
(
Π1Gn(g, r)− Π0Gn(g, r)

)
,

where Π0Gn(g, r) − Gn(g, r) represents the L2 projection error, and Π1Gn(g, r) − Π0Gn(g, r) denotes the

mis-specification error. Specifically, the L2 projection error captures the minimum loss incurred by project-

ing onto the class of piecewise constant functions over the cells EM+N . In contrast, the mis-specification

error reflects the additional loss introduced when shifting from the L2 projection to the product-factorized

projection.

First we bound the mis-specification error.

Lemma SA.19. Suppose Assumption SA.2 holds, a cylindered dyadic expansion CM,N (PZ , 1) is given,

(Π0Z
G
n (g, r) : g ∈ G, r ∈ R) and (Π1Z

G
n (g, r) : g ∈ G, r ∈ R) are the Gaussian processes constructed as in

Equation (SA-14) on a possibly enlarged probability space, and (G × R)δ is chosen in Section SA-III.1.4.

Suppose PX admits a Lebesgue density fX supported on X ⊆ Rd. Let τ > 0. Define rτ = r1([−τ 1
α , τ

1
α ]).
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Then, for any g ∈ G, r ∈ R,

E

[
(Π1Gn(g, rτ )− Π0Gn(g, rτ ))

2
]
= E

[(
Π1Z

G
n (g, rτ )− Π0Z

G
n (g, rτ )

)2] ≤ 4v2(1 + τ)2N2VG,

where

VG = min{2MG, LG∥VM∥∞}
(
sup
x∈X

fX(x)
)2

2Mm(VM )∥VM∥∞TV∗G,

and, as in Section SA-II.1.6, VM = ∪0≤l<2M (X0,l −X0,l) is the upper level quasi-dyadic variation set.

Proof of Lemma SA.19. To simplify notation, we will use E[·|X0,l] in short for E[·|xi ∈ X0,l], and

E[·|X0,l × Yl,j,m] in short for E[·|(xi, yi) ∈ X0,l × Yl,j,m] in this proof.

Expanding Π1Gn(g, rτ )− Π0Gn(g, rτ ) by Haar basis representation,

Π1Gn(g, rτ )− Π0Gn(g, rτ ) =
1√
n

n∑
i=1

∆i(g, rτ ),

∆i(g, rτ ) =
∑

1≤j≤N

∑
0≤k<2M+N−j

(
γ̃j,k(g, rτ )− β̃j,k(g, rτ )

)
ẽj,k(xi, yi),

where we have used γ̃j,k(g, rτ ) = β̃j,k(g, rτ ) for j > N . Moreover,

E[|∆i(g, rτ )|] ≤ 2
∑

0≤j<N

∑
0≤k<2M+N−j

|γj,k(g, r)− βj,k(g, r)|P((xi, yi) ∈ Cj,k).

Recall in Definition SA.7, Cj,k = Xj−N,l × Yl,j,m, where k = 2N−j l +m, 0 ≤ l < 2M and 0 ≤ m < 2N−j .

Definitions of γj,k and βj,k from Section SA-III.1.2 imply

|γj,k(g, rτ )− βj,k(g, rτ )| = |E [g(xi)|X0,l] ·E [rτ (yi)|X0,l × Yl,j,m]−E [g(xi)rτ (yi)|X0,l × Yl,j,m]|

= |E [(g(xi)−E [g(xi)|X0,l]) rτ (yi)|X0,l × Yl,j,m]|

≤ v(1 + τ)E [|g(xi)−E [g(xi)|X0,l]||Cj,k] ,

where the first line is simply the definitions of γj,k and βj,k; the second line is because σ(1(xi ∈ X0,l)) ⊆
σ(1((xi, yi) ∈ X0,l × Yl,j,m)); and the third line is because Assumption SA.2 (iv) implies supy∈R |rτ (y)| ≤
v(1 + τ) for all r ∈ R. Summing across j and k, then by similar argument as in the proof of Lemma SA.9,

E [|∆i(g, rτ )|] ≤ 2v(1 + τ)NE [|g(xi)− Π0(pX [CM,N (P, ρ)])g(xi)|]

≤ 2v(1 + τ)N
(
sup
x∈X

fX(x)
)2

2Mm(VM )∥VM∥∞TV∗{g}.
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For each fixed j, ẽj,k(x, y) can be non-zero for only one k. Hence, almost surely,

|∆i(g, rτ )| =
∣∣ N∑
j=1

∑
0≤k<2M+N−j

(γ̃j,k(g, rτ )− β̃j,k(g, rτ ))ẽj,k(xi, yi)
∣∣

≤
N∑
j=1

max
0≤k<2M+N−j

∣∣∣γ̃j,k(g, rτ )− β̃j,k(g, rτ )
∣∣∣

≤ 2

N−1∑
j=0

max
0≤k<2M+N−j

|γj,k(g, rτ )− βj,k(g, rτ )|

≤ 2v(1 + τ)

N−1∑
j=0

max
0≤k<2M+N−j

|E [|g(xi)−E [g(xi)|X0,l]||Cj,k]|

≤ 2Nv(1 + τ)min{2MG, LG∥VM∥∞}.

This shows the results. □

Next we bound the L2 projection error.

Lemma SA.20. Suppose Assumption SA.2 holds, a cylindered dyadic expansion CM,N (PZ , 1) is given,

(ZGn (g, r) : g ∈ G, r ∈ R) and (Π0Z
G
n (g, r) : g ∈ G, r ∈ R) are the Gaussian processes constructed as

in Equations (SA-13) and (SA-14) on a possibly enlarged probability space, and (G × R)δ is chosen in

Section SA-III.1.4. Suppose PX admits a Lebesgue density fX supported on X ⊆ Rd. Let τ > 0. Define

rτ = r1([−τ 1
α , τ

1
α ]). Then for any g ∈ G, r ∈ R,

E

[(
Π0Z

G
n (g, rτ )− ZGn (g, rτ )

)2]
= E

[
(Π0Gn(g, rτ )−Gn(g, rτ ))

2
]
≤ 4v2(1 + τ)2

(
2−NM2G + VG

)
,

where VG is defined in Lemma SA.19.

Proof of Lemma SA.20. To simplify notation, we will use E[·|X0,l] in short for E[·|xi ∈ X0,l], and

E[·|X0,l × Yl,j,m] in short for E[·|(xi, yi) ∈ X0,l × Yl,j,m] in this proof.

Let B = σ({1((xi, yi) ∈ C0,k) : 0 ≤ k < 2M+N}) be the σ-algebra generated by {1((xi, yi) ∈ C0,k) : 0 ≤
k < 2M+N}. Then the difference between the L2 projection and the original can be expressed as

Π0(g · rτ )(xi, yi)− g(xi)rτ (yi) = E[g(xi)rτ (yi)|B]− g(xi)rτ (yi)

= E[g(xi)rτ (yi)|B]−E[g(xi)|B]rτ (yi) +E[g(xi)|B]rτ (yi)− g(xi)rτ (yi).

By Definition SA.7, each cell C0,k is of the form of a product, that is,

C0,k = X0,l × Yl,0,m with k = 2N l +m,

where 0 ≤ k < 2M+N , 0 ≤ l < 2M and 0 ≤ m < 2N .

The first two terms E[g(xi)rτ (yi)|B]−E[g(xi)|B]rτ (yi) in the decomposition are driven by projection of

rτ on grids Yl,0,m’s, and can be upper bounded through probability measure assigned to each grid (2−N )

and total variation of rτ . We consider the positive and negative parts separately: Consider the function

q+l,m(y) = E[g(xi)1(g(xi) ≥ 0)|X0,l × Yl,0,m]rτ (y)−E[g(xi)rτ (yi)1(g(xi) ≥ 0)|X0,l × Yl,0,m], y ∈ Yl,0,m.
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Either q+l,m is constantly zero on Yl,0,m or q+l,m takes both positive and negative values on Yl,0,m. Under

either case, we have |q+l,m(y)| ≤ pTV{q+l,m},Yl,0,m
for all y ∈ Yl,0,m. Hence

E[|q+l,m(yi)|1(yi ∈ Yl,0,m)|xi = x] =

∫
Yl,0,m

|q+l,m(y)|dP(yi ≤ y|xi = x)

≤ P(yi ∈ Yl,0,m|xi = x)pTV{q+l,m},Yl,0,m

≤ P(yi ∈ Yl,0,m|xi = x)M{g}pTV{rτ},Yl,0,m
, x ∈ X0,l.

Similarly,

q−l,m(y) = E[g(xi)1(g(xi) < 0)|X0,l × Yl,0,m]rτ (y)−E[g(xi)rτ (yi)1(g(xi) < 0)|X0,l × Yl,0,m], y ∈ Yl,0,m,

and we have

E[|q−l,m(yi)|1(yi ∈ Yl,0,m)|xi = x] ≤ P(yi ∈ Yl,0,m|xi = x)M{g}pTV{rτ},Yl,0,m
, x ∈ X0,l.

Combining the two parts, and integrate over the event xi ∈ X0,l,

E

[∣∣E[g(xi)|X0,l × Yl,0,m]rτ (yi)−E[g(xi)rτ (yi)|X0,l × Yl,0,m]
∣∣1(yi ∈ Yl,0,m)

∣∣∣xi ∈ X0,l

]
≤ 2P(yi ∈ Yl,0,m|xi ∈ X0,l)M{g}pTV{rτ},Yl,0,m

≤ 2 · 2−NM{g}pTV{rτ},Yl,0,m
.

Summing over m, we get for each 0 ≤ l < 2M ,

E
[
|E[g(xi)|B]rτ (yi)−E[g(xi)rτ (yi)|B]|

∣∣xi ∈ X0,l

]
≤ 2 · 2−NM{g}pTV{rτ},Y∗,N,0

.

Hence, using the polynomial growth of total variation,

E
[
|E[g(xi)|B]rτ (yi)−E[g(xi)rτ (yi)|B]|

]
≤ 2−NM{g}pTV{rτ},Y∗,N,0

≤ 2 · 2−NMGv(1 + τ).

Since
∣∣E[g(xi)rτ (yi)|B]−E[g(xi)|B]rτ (yi)∣∣ ≤ 2MGv(1 + τ) almost surely,

E
[
(E[g(xi)|B]r(yi)−E[g(xi)r(yi)|B])2

]
≤ 4 · 2−Nv2(1 + τ)2M2G.

Now we look at the last two terms E[g(xi)|B]rτ (yi) − g(xi)rτ (yi), which are essentially driven by the L2-

projection error of g. Denote by A = σ({1(xi ∈ X0,l) : 0 ≤ l < 2M}) the σ-algebra generated by {1(xi ∈
X0,l) : 0 ≤ l < 2M}. Then A ⊆ B. By Jensen’s inequality and a similar argument as in the proof of

Lemma SA.9,

E
[
(E[g(xi)|B]rτ (yi)− g(xi)rτ (yi))

2
]
≤ 4v2(1 + τ)2E

[
(g(xi)−E[g(xi)|A])2

]
≤ 4v2(1 + τ)2VG.

It then follows that E[(Π0Gn(g, rτ )−Gn(g, rτ ))
2
] ≤ 4v2(1 + τ)2

(
2−NM2G + VG

)
. □

Using a truncation argument and the previous two lemmas, we get the bound on Π1-projection error with

tail control.

Lemma SA.21. Suppose Assumption SA.2 holds, a cylindered dyadic expansion CM,N (PZ , 1) is given,
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(ZGn (g, r) : g ∈ G, r ∈ R) and (Π1Z
G
n (g, r) : g ∈ G, r ∈ R) are the Gaussian processes constructed as

in Equations (SA-13) and (SA-14) on a possibly enlarged probability space, and (G × R)δ is chosen in

Section SA-III.1.4. Suppose PX admits a Lebesgue density fX supported on X ⊆ Rd. Then for all t > N ,

P

[
∥Gn − Π1Gn∥(G×R)δ > C1

√
cv,2α

√
N2VG + 2−NM2Gt

α+ 1
2 + C1cv,α

MG√
n
tα+1

]
≤ 4N(δ)ne−t,

P

[
∥ZGn − Π1Z

G
n ∥(G×R)δ > C1

√
cv,2α

√
N2VG + 2−NM2Gt

1
2 + C1cv,α

MG√
n
t
]
≤ 4N(δ)ne−t,

where cv,α = v(1 + (2α)
α
2 ), cv,2α = v2(1 + (4α)α), and C1 is a universal constant.

Proof of Lemma SA.21. To simplify notation, we will use E[·|X0,l] in short for E[·|xi ∈ X0,l], and

E[·|X0,l × Yl,j,m] in short for E[·|(xi, yi) ∈ X0,l × Yl,j,m] in this proof. We will use a truncation argument

and consider the cases of whether α > 0 in (iv) of Assumption SA.2 separately.

First, suppose α > 0 in (iv) of Assumption SA.2. Let τ > 0 such that τ
1
α > log(2N+1).

Projection error for truncated processes: By Lemmas SA.19 and SA.20, and using Bernstein inequality,

for all t > 0, for each g ∈ G, r ∈ R,

P

[
|Gn(g, rτ )− Π1Gn(g, rτ )| ≥ 4v(1 + τ)

√
N2VG + 2−NM2G

√
t+

4

3
v(1 + τ)

MG√
n
t

]
≤ 2e−t.

Truncation Error: Recall Equation (SA-11) implies max0≤k<2M+N E[|r(yi)||(xi,yi) ∈ C0,k] ≤ cv,αN
α.

The same argument implies max0≤k<2M+N E[r(yi)
2|(xi, yi) ∈ C0,k] ≤ v2(1 + (N log(2)

√
2α)2α) ≤ cv,2αN

2α.

Hence the following holds almost surely,

|Π1Gn(g, r)− Π1Gn(g, rτ )| ≤ max
0≤l<2M

max
0≤m<2N

∣∣∣E[g(xi)|X0,l]E
[
|r(yi)|1(|yi| ≥ τ1/α)

∣∣X0,l × Yl,0,m
]∣∣∣

≤ cv,αMGN
α.

Since τ
1
α > log(2N+1) > 0.5N , γ0,k = β0,k for all k corresponding to X0,l × Yl,0,m for 0 < m < 2N − 1, that

is, the mismatch only happens at edge cells of yi, we have

E

[∣∣Π1Gn(g, r)− Π1Gn(g, rτ )
∣∣2] ≤ P(Π1Gn(g, r)− Π1Gn(g, rτ ) ̸= 0

)
cv,2αM

2
GN

2α

≤ cv,2α2
−N+1M2GN

2α.

Using Bernstein’s inequality, for all t > 0, with probability at least 1− 2 exp(−t),

|Π1Gn(g, r)− Π1Gn(g, rτ )| ≲
√
cv,2α2

−N/2MGN
α
√
t+ cv,α

MGN
α

√
n
t

≲
√
cv,2α2

−N/2MGN
α
√
t+ cv,α

MGτ√
n
t.

Moreover, using P(|yi| ≥ τ) ≤ 2 · 2−N , we have

E[(Gn(g, r)−Gn(g, rτ ))
2] ≤ M2GE[(r(yi)− rτ (yi))

2] ≤ M2GE[r(yi)
2
1(|yi| ≥ τ)]

≤ 2 · 2−NM2G max
0≤k<2M+N

E[r(yi)
2|(xi, yi) ∈ C0,k] ≤ 2cv,2αM

2
GN

2α2−N .
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By Bernstein inequality and a truncation argument, for all t > 0,

P(
√
n|Gn(g, r)−Gn(g, rτ )| ≥ t)

≤ min
y>0

{
2 exp

(
− t2

2nV[Gn(g, r)−Gn(g, rτ )] +
2
3xy

)
+ 2P

(
max
1≤i≤n

|g(xi)(r(yi)− rτ (yi))| ≥ y

)}
.

Taking y = MGt
α, we get for all t > 0, with probability at least 1− 4 exp(−t),

|Gn(g, r)−Gn(g, rτ )| ≲
√
cv,2α2

−N/2MGN
α
√
t+ Cv,α

MG√
n
tα+1.

Putting Together: Taking τ = tα > 0.5αNα, we get from the previous bounds on Gn(g, rτ )−Π1Gn(g, rτ ),

Π1Gn(g, r)− Π1Gn(g, rτ ), and Gn(g, r)−Gn(g, rτ ) that for all g ∈ G, r ∈ G, for all t > N , with probability

at least 1− 4n exp(−t),

|Π1Gn(g, r)−Gn(g, r)| ≲
√
cv,2α

√
N2VG + 2−NM2Gt

α+ 1
2 + cv,α

MG√
n
tα+1. (SA-15)

The bound for |Π1ZGn (g, r)−ZGn (g, r)| follows from the fact that it is a mean-zero Gaussian random variable

with variance equal to V[Π1Gn(g, r) − Gn(g, r)]. The result follows then follows from a union bound over

(g, r) ∈ (G× R)δ.

Next, suppose α = 0 in (iv) of Assumption SA.2. This implies MR ≤ 2v. Hence choosing τ = 2v, then

Gn(g, r) = Gn(g, rτ ) almost surely for all g ∈ G, r ∈ R, that is, there is no truncation error. Hence the bound

on Gn(g, rτ )−Π1Gn(g, rτ ) implies Equation (SA-15) holds with α = 0 and similarly for the ZGn counterpart.

□

SA-III.2 General Result

This section presents the main result for the Gn-process. To simplify notation, the parameters of G and

G · VR (Definitions 4 to 12, SA.1, SA.2) are taken with C = QG, and the index QG is omitted where there is

no ambiguity; the parameters of R (Definitions 4 to 12) are taken with C = Y, and the index Y is omitted

where there is no ambiguity; and the parameters of G × R (Definitions 4 to 12, SA.3, SA.4) are taken with

C = QG × Y, and the index QG × Y is omitted where there is no ambiguity.

Theorem SA.1. Suppose (zi = (xi, yi) : 1 ≤ i ≤ n) are i.i.d. random vectors taking values in (Rd+1,B(Rd+1))

with common law PZ , where xi has distribution PX supported on X ⊆ Rd, yi has distribution PY supported

on Y ⊆ R, and the following conditions hold.

(i) G is a real-valued pointwise measurable class of functions on (Rd,B(Rd),PX).

(ii) There exists a surrogate measure QG for PX with respect to G such that QG = m ◦ϕG, where the

normalizing transformation ϕG : QG 7→ [0, 1]d is a diffeomorphism.

(iii) MG <∞ and J(G, MG, 1) <∞.

(iv) R is a real-valued pointwise measurable class of functions on (R,B(R),PY ).
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(v) J(R,MR, 1) < ∞, where MR(y) + pTVR,(−|y|,|y|) ≤ v(1 + |y|α) for all y ∈ Y, for some v > 0, and for

some α ≥ 0. Furthermore, if α > 0, then supx∈X E[exp(|yi|)|xi = x] ≤ 2.

Then, on a possibly enlarged probability space, there exists a sequence of mean-zero Gaussian processes

(ZGn (g, r) : (g, r) ∈ G× R) with almost sure continuous trajectories such that:

• E[Gn(g1, r1)Gn(g2, r2)] = E[ZGn (g1, r1)ZGn (g2, r2)] for all (g1, r1), (g2, r2) ∈ G× R, and

• P
[
∥Gn − ZGn ∥G×R > C1cv,αT

G
n (t)

]
≤ C2e

−t for all t > 0,

where C1 and C2 are universal constants, Cv,α = vmax{1 + (2α)
α
2 , 1 + (4α)α}, and

TGn (t) = min
δ∈(0,1)

{AGn (t, δ) + FGn (t, δ)},

with

AGn (t, δ) =
√
dmin

{(cd1EGTVdGMd+1
G

n

) 1
2(d+1)

,
(cd1cd2E2GM2GTVdGLdG

n2

) 1
2(d+2)

}
(t+ log(nN(δ)N∗))α+1

+

√
min{M2G(M∗ +N∗), MG(c3KG·VR

+ MG)}
n

(log n)α(t+ log(nN(δ)N∗))α+1,

FGn (t, δ) = J(δ)MG +
(log n)α/2MGJ

2(δ)

δ2
√
n

+
MG√
n

√
t+ (log n)α

MG√
n
tα,

where

c1 = d sup
x∈QH

d−1∏
j=1

σj(∇ϕH(x)), c2 = sup
x∈QH

1

σd(∇ϕH(x))
, c3 = d−1/2(2

√
d)d−1c1c

d−1
2 ,

and

VR = {θ(·, r) : r ∈ R},

N(δ) = NG(δ/
√
2, MG)NR(δ/

√
2,MR), δ ∈ (0, 1],

J(δ) =
√
2J(G, MG, δ/

√
2) +

√
2J(R,MR, δ/

√
2), δ ∈ (0, 1],

M∗ =
⌊
log2 min

{(c1nTVG
EG

) d
d+1

,
(c1c2nLGTVG

EGMG

) d
d+2
}⌋
,

N∗ =
⌈
log2 max

{( nMd+1
G

cd1EGTV
d
G

) 1
d+1

,
( n2M2d+2

G

cd1c
d
2TV

d
GL

d
GE

2
G

) 1
d+2
}⌉
.

Proof of Theorem SA.1. To simplify notation, we will use E[·|X0,l] in short for E[·|xi ∈ X0,l], and

E[·|X0,l × Yl,j,m] in short for E[·|(xi, yi) ∈ X0,l × Yl,j,m] in this proof.

First, we make a reduction via the surrogate measure and normalizing transformation. Since Supp(G ·
VR) ⊆ Supp(G), we know QG is also a surrogate measure for PX with respect to G · VR, and ϕG remains a

valid normalizing transformation. Let ZG = X ∩Supp(G). Since QG = m ◦ϕG by assumption (ii) in Theorem

1, and QG|ZG
= PX |ZG

,

PX |ZG
= m ◦ϕG|ZG

.
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To define the Uniform([0, 1]d) random variables on the probability space that (xi, yi)’s live in, we define

a joint probability measure O on (Rd × R× Rd,B(R2d+1)) such that for all A ∈ B(R2d+1):

O(A ∩ (ZH × R×ZH)) = PZ(Π1:d+1(A ∩ {(x, y,x) : x ∈ ZH, y ∈ R})),

O(A ∩ (ZH × R×Zc
H)) = O(A ∩ (Zc

H × R×ZH)) = 0,

O(A ∩ (Zc
H × R×Zc

H)) =

∫
Zc

H
∩Πd+2:2d+1(A)

PZ(A
u ∩ (Zc

H × R))
PZ(Zc

H × R)
d(m ◦ ϕH)(u),

where Π1:d+1(A) = {z ∈ Rd+1 : (z,u) ∈ A for some u ∈ Rd}, Πd+2:2d+1(A) = {u ∈ Rd : (z,u) ∈
A for some z ∈ Rd+1}, and Au = {z ∈ Rd+1 : (z,u) ∈ A}.

Then we can check that (i) the marginals ofO arePZ andm◦ϕH, respectively; (ii)O|ZH×R×Rd∪Rd×R×ZH
is

supported on {(x, y,x) : x ∈ ZH, y ∈ R}. By Skorohod embedding (Dudley, 2014, Lemma 3.35), on a possibly

enlarged probability space, there exists a ui, 1 ≤ i ≤ n i.i.d. Uniform([0, 1]d) such that (zi = (xi, yi), ϕ
−1
H (ui))

has joint law O. In particular, if xi ∈ ZH, then xi = ϕ−1
H (ui); if xi ∈ Zc

H, then ϕ−1
H (ui) ∈ Zc

H, and since

QH ⊆ X ∪ (∩h∈H Supp(h)c), ϕ−1
H (ui) ∈ ∩h∈H Supp(h)c. In particular, supu∈[0,1]d E[exp(|yi|)|ui = u] ≤ 2.

By the same argument as in the proof for Theorem 1, assumption (ii) implies that on a possibly enriched

probability space, there exists (ui : 1 ≤ i ≤ n) i.i.d distributed with law PU = Uniform([0, 1]d), and

g(xi) = g(ϕ−1
H (ui)), ∀g ∈ G, 1 ≤ i ≤ n.

Define G̃n to be the empirical process based on ((ui, yi) : 1 ≤ i ≤ n), and

G̃n(f, s) =
1√
n

n∑
i=1

[
f(ui)s(yi)−E[f(ui)s(yi)]

]
,

and take G̃ = {g ◦ ϕ−1
H : g ∈ G}, then

Gn(g, r) =
1√
n

n∑
i=1

[
g(xi)r(yi)−E[g(xi)r(yi)]

]
=

1√
n

n∑
i=1

[
g̃(ui)r(yi)−E[g̃(ui)r(yi)]

]
= G̃n(g̃, r).

The relation between constants for G̃ and constants for G can be deduced from Lemma SA.10. Hence, without

loss of generality, we assume (xi : 1 ≤ i ≤ n) are i.i.d under common law PX = Uniform([0, 1]d) distributed

and X = [0, 1]d.

Take AM,N (PZ , 1) to be an axis-aligned cylindered quasi-dyadic expansion of Rd+1, of depth M for

the main subspace Rd and depth N for the multiplier subspace R with respect to PZ . Take (ZGn (g, r) :

g ∈ G, r ∈ R) and (Π1Z
G
n (g, r) : g ∈ G, r ∈ R) to be the mean-zero Gaussian processes constructed as in

Equations (SA-13) and (SA-14). Let (G × R)δ be a δ∥MGMR∥PZ
-net of G × R with cardinality no greater

than NG×R(δ, MGMR). By standard empirical process argument, NG×R(δ, MGMR) ≤ N(δ). By Lemma SA.16,

the meshing error can be bounded by: For all t > 0,

P
[
∥Gn −Gn ◦ π(G×R)δ∥G×R + ∥ZGn − ZGn ◦ π(G×R)δ∥G×R > C1cv,αF

G
n (t, δ)

]
≤ 8 exp(−t),

where C1 is a universal constant and cv,α = v(1 + (2α)
α
2 ). Lemma SA.17 implies that the strong approxi-
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mation error for the projected process on δ-net is bounded by: For all t > 0,

P

[
∥Π1Gn − Π1Z

G
n ∥(G×R)δ > C1cv,α

√
N2α+12MEGMG

n
t+ C1cv,α

√
CΠ1(G×R),M+N

n
t
]
≤ 2N(δ)e−t.

where

CΠ1(G×R),M+N = sup
f∈Π1(G×R)

min

{
sup

(j,k)∈IM+N

∑
j′<j

(j − j′)(j − j′ + 1)2j
′−j

∑
k′:Cj′,k′⊆Cj,k

β̃2
j′,k′(f)

 ,
sup

z∈CM+N,0

f(z)2(M +N)

}
.

Now we upper bound the left hand side of the minimum. Let f ∈ Π1(G × R). Then there exists g ∈ G and

r ∈ R such that f = Π1[g, r]. Since f is already piecewise-constant, by definition of βj,k’s and γj,k’s, we know

β̃l,m(f) = γ̃l,m(g, r). Fix (j, k) ∈ IM+N . We consider two cases.

Case 1: j > N . By Definition SA.7, Cj,k = Xj−N,k × Y∗,N,0. By definition of AM,N (PZ , 1) and the

assumption that xi’s are Uniform([0, 1]d) distributed, ∥Xj−N,k∥∞ ≤ 2−
M+N−j

d +1.

Consider j′ such that N ≤ j′ ≤ j. By definition of AM,N (PZ , 1) and the assumption that xi’s are

Uniform([0, 1]d) distributed, the j′-th level difference set Uj′ = ∪0≤k<2M+N−j′ (Cj′−1,2k+1 − Cj′−1,2k) is con-

tained in [−2−
M+N−j′

d +2, 2−
M+N−j′

d +2]d. Let g ∈ G, r ∈ R. By definition of γ̃j′,m and similar arguments to

those in the proof of Lemma SA.7,

∑
m:Cj′,m⊆Cj,k

|γ̃j′,m(g, r)| ≤ 22(M+N−j′)
∫
U ′

j

∫
Xj−N,k

|g(x)θ(x, r)− g(x+ s)θ(x+ s, r)|dxds

≤ 22(M+N−j′)
∫
U ′

j

∥s∥∥Xj−N,k∥d−1
∞ ds K∗G·VR

≤ 22(M+N−j′) m(U ′
j)∥U ′

j∥∞∥Xj−N,k∥d−1
∞ K∗G·VR

≤ 2
d−1
d (j−j′)K∗G·VR

.

Next, consider j′ such that 0 ≤ j′ < N , we know∑
k′:Cj′,k′⊆Cj,k

|γ̃j′,k′(g, r)|

=
∑

j′:X0,j′⊆Xj−N,k

∑
0≤m<2j′

|E[g(xi)|X0,j′ ]| · |E[r(yi)|X0,j′ × Yj′,j−1,2m]−E[r(yi)|X0,j′ × Yj′,j−1,2m+1]|

≤ cv,α
∑

j′:X0,j′⊆Xj−N,k

|E[g(xi)|X0,j′ ]|Nα

≤ cv,α2
j−NMGN

α.
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It follows that∑
j′<j

(j − j′)(j − j′ + 1)2j
′−j

∑
k′:Cj′,k′⊆Cj,k

|γ̃j′,k′(g, r)|

≤
∑

N≤j′<j

(j − j′)(j − j′ + 1)2−
j−j′

d K∗G·VR
+ cv,α

∑
j′<N

(j − j′)(j − j′ + 1)2j
′−NMGN

α

≲ K∗G·VR
+ cv,αMGN

α.

Case 2: j ≤ N . Then Cj,k = X0,l × Yl,j,m with k = 2N−j l + m, and Cj′,k′ = X0,l′ × Yl′,j′,m′ with

k′ = 2N−j′ l′ +m′. In particular, Cj′,k′ ⊆ Cj,k implies l′ = l and Yl′,j′,m′ ⊆ Yl,j,m. By a similar argument to

the proof in Lemma SA.17 (Layers 1 ≤ j ≤ N), for any 0 ≤ j′ ≤ j,∑
k′:Cj′,k′⊆Cj,k

|γ̃j′,k′(g, r)|

= |E[g(xi)|X0,l]|
∑

m′:Yl,j′,m′⊆Yl,j,m

|E[r(yi)|X0,l × Yl,j−1,2m]−E[r(yi)|X0,l × Yl,j−1,2m+1]|

≤ cv,α|E[g(xi)|X0,l]|Nα

≤ cv,αMGN
α.

Using the elementary inequality that x(x+ 1) ≤ 30 · 2x/4 for x > 0, we can get∑
1≤j′<j

(j − j′)(j − j′ + 1)2j
′−j

∑
k′:Cj′,k′⊆Cj,k

|γ̃j′,k′(g, r)| ≤ 60cv,αMGN
α.

Moreover, for all (j, k), we have β̃j,k(g, r) ≤ cv,αMGN
α. This implies that

CΠ1(G×R),M+N ≲ c2v,αMGN
αmin{K∗G·VR

+ MGN
α, MGN

α(M +N)}.

Since xi
i.i.d.∼ Uniform([0, 1]d) and the cells AM,N (PZ , 1) are obtained via axis aligned dyadic expansion, we

have ∥X0,k∥∞ ≤ 2−⌊M/d⌋ for all 0 ≤ k < 2M . Then by Lemma SA.21, for all t > N ,

P

[
∥Gn − Π1Gn∥(G×R)δ ≳

√
cv,2α

√
N2VG + 2−NM2Gt

α+ 1
2 + cv,α

MG√
n
tα+1

]
≤ 4N(δ)ne−t,

P

[
∥ZGn − Π1Z

G
n ∥(G×R)δ ≳

√
cv,2α

√
N2VG + 2−NM2Gt

1
2 + cv,α

MG√
n
t
]
≤ 4N(δ)ne−t,

where cv,α = v(1 + (2α)
α
2 ) and cv,2α = v2(1 + (4α)α), and

VG =
√
dmin{2MG, LG2−⌊M/d⌋}2−⌊M/d⌋TVG.

We find the optimal parameters M∗ and N∗ by balancing the term
√

2MEGMG
n from the bound on ∥Π1Gn −

Π1Z
G
n ∥(G×R)δ and the term VG from the bounds on ∥Gn − Π1Gn∥(G×R)δ and ∥Zn − Π1Z

G
n ∥(G×R)δ , choosing

2M
∗
= min

{(
nTVG
EG

) d
d+1

,

(
nLGTVG
EGMG

) d
d+2

}
, 2N

∗
= max


(
nMd+1

G

EGTV
d
G

) 1
d+1

,

(
n2M2d+2

G

TVdGL
d
GE

2
G

) 1
d+2

 .
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It follows that for all t > N∗, with probability at least 1− 4nN(δ) exp(−t),

∥Gn − ZGn ∥(G×R)δ

≤
√
dN∗ min


(
EGTV

d
GM

d+1
G

n

) 1
2(d+1)

,

(
E2GM

2
GTV

d
GL

d
G

n2

) 1
2(d+2)

 tα+
1
2 +

√
CΠ1(G×R),M+N

n
tα+1.

The result then follows from the decomposition that

∥Gn − ZGn ∥G×R = ∥Gn − ZGn ∥G×R

≤ ∥Gn −Gn ◦ π(G×H)δ∥G×R + ∥ZGn − ZGn ◦ π(G×R)δ∥G×R

+ ∥Gn − Π1Gn∥(G×R)δ + ∥ZGn − Π1Z
G
n ∥(G×R)δ + ∥Π1Gn − Π1Z

G
n ∥(G×R)δ ,

and Lemma SA.10 for the reduction to the case of Uniform([0, 1]d) distributed xi’s. □

SA-III.3 Additional Results

This section presents the additional result for the Gn-process under VC-type entropy conditions. To simplify

notation, the parameters of G and G · VR (Definitions 4 to 12, SA.1, SA.2) are taken with C = QG, and the

index QG is omitted where there is no ambiguity; the parameters of R (Definitions 4 to 12) are taken with

C = Y, and the index Y is omitted where there is no ambiguity; and the parameters of G×R (Definitions 4

to 12, SA.3, SA.4) are taken with C = QG×Y, and the index QG×Y is omitted where there is no ambiguity.

Corollary SA.4 (VC-Type Lipschitz Functions). Suppose the conditions of Theorem SA.1 and the following

additional conditions hold.

(i) G is a VC-type class with respect to envelope MG with constant cG ≥ e and exponent dG ≥ 1 over QG.

(ii) R is a VC-type class with respect to envelope MR with constant cR ≥ e and exponent dR ≥ 1 over Y.

(iii) There exists a constant k such that | log2 EG| + | log2 TV| + | log2 MG| ≤ k log2 n, where we take TV =

max{TVG, TVG·VR
}.

Then, on a possibly enlarged probability space, there exists a mean-zero Gaussian process (ZGn (g, r) : (g, r) ∈
G× R) with almost sure continuous trajectories such that:

• E[Gn(g1, r1)Gn(g2, r2)] = E[ZGn (g1, r1)ZGn (g2, r2)] for all (g1, r1), (g2, r2) ∈ G× R, and

• P
[
∥Gn − ZGn ∥G×R > C1cv,αT

G
n (t)

]
≤ C2e

−t for all t > 0,

where C1 and C2 are universal constants, cv,α = vmax{1 + (2α)
α
2 , 1 + (4α)α}, and

TGn (t) =
√
dmin

{(cd1EGTVdGMd+1
G

n

) 1
2(d+1)

,
(cd1cd2E2GM2GTVdGLdG

n2

) 1
2(d+2)

}
(t+ k log2(n) + d log(cn))α+1

+

√
min{k log2(n)M2G, MG(c3KG·VR

+ MG)}
n

(log n)α(t+ k log2(n) + d log(cn))α+1,

with c = cGcR, d = dG + dR.
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Proof of Corollary SA.4. The proof follows by Theorem SA.1 with δ = n−1/2, and

N(n−1/2) = NG(1/
√
2n, MG)NR(1/

√
2n,MR) ≤ cGcR(2

√
n)dG+dR = c(2

√
n)d,

and

J(n−1/2) =
√
2J(G, MG, 1/

√
2n) +

√
2J(R,MR, 1/

√
2n)

≤ 3n−1/2
√
dG log(cG

√
n) + 3δ

√
dR log(cR

√
n)

≤ 3δ
√
(dG + dR) log(cGcRn) ≤ 3δ

√
d log(cn).

The conclusion follows. □

SA-IV Residual-Based Empirical Processes

Recall that zi = (xi, yi) ∈ X ×Y ⊆ Rd×R, i = 1, . . . , n, are i.i.d. random vectors supported on a background

probability space (Ω,F ,P), and the residual-based empirical process is

Rn(g, r) =
1√
n

n∑
i=1

(
g(xi)r(yi)−E[g(xi)r(yi)|xi]

)
, (g, r) ∈ G× R.

In particular, (Rn(g, r) : g ∈ G, r ∈ R) can be seen as a combination of the two empirical processes studied

in the previous sections: for r ∈ R and x ∈ X ,

Rn(g, r) = Gn(g, r)−Xn(g θ(·, r)), θ(x, r) = E[r(yi)|xi = x],

where

Gn(g, r) =
1√
n

n∑
i=1

[
g(xi)r(yi)−E[g(xi)r(yi)]

]
,

Xn(g θ(·, r)) =
1√
n

n∑
i=1

[
g(xi)θ(xi, r)−E[g(xi)θ(xi, r)]

]
.

Results for the Xn process (Section SA-II) and for the Gn process (Section SA-III) will be used to handle

the terms above. The same error decomposition as in Sections SA-II and SA-III also applies here:

∥Rn − ZRn ∥G×R ≤ ∥Rn − ZRn ∥(G×R)δ + ∥Rn −Rn ◦ π(G×R)δ∥G×R + ∥ZRn ◦ π(G×R)δ − ZRn ∥G×R

≤ ∥Π2ZRn − ZRn ∥(G×R)δ + ∥Rn − Π2Rn∥(G×R)δ + ∥Π2Rn − Π2Z
R
n ∥(G×R)δ

+ ∥Rn −Rn ◦ π(G×R)δ∥G×R + ∥ZRn ◦ π(G×R)δ − ZRn ∥G×R,

where (G×R)δ denotes a discretization (or meshing) of G×R (i.e., δ-net of G×R), and the terms ∥Rn−Rn ◦
π(G×R)δ∥G×R and ∥ZRn ◦ π(G×R)δ − ZRn ∥G×R capture the fluctuations (or oscillations) of Rn and ZRn relative

to the meshing for each of the stochastic processes. ∥Π2Rn−Π2Z
R
n ∥(G×R)δ and ∥Π2ZRn −ZRn ∥(G×R)δ represent

projections onto a Haar function space, where Π2Rn(h) = Rn ◦ Π2h. The operator Π2 is a projection onto

piecewise constant functions that respects the multiplicative structure of the Rn process. The final term
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∥Π2Rn − Π2Z
R
n ∥(G×R)δ captures the coupling between the empirical process and the Gaussian process (on a

δ-net of G× R, after the projection Π2).

The general result under uniform entropy integral conditions is presented in Section SA-IV.2. Theorem

2 and Corollary 4 then follow from that general result. The proofs leverage the existence of a surrogate

measure and a normalizing transformation of G with respect to PX , the distribution of x1, as developed in

Section SA-II.2. We will use the same class of cylindered quasi-dyadic cell expansions as in Section SA-III.1.1,

which explicitly exploits the multiplicative structure of Rn. Bounds for each term in the error decomposition

are provided in Section SA-IV.1, which boils down to handle the extra Xn(g θ(·, r)) term compared to the

results in Section SA-III.1 and is organized as follows:

• Section SA-IV.1.1 introduces the conditional mean adjusted product-factorized projection that combines

the product-factorized projection for the Gn(g, r) part and the L2 projection for the Xn(g θ(·, r)) part.

• Section SA-IV.1.2 constructs the Gaussian process (ZRn (g, r) : (g, r) ∈ G × R). The construction is

essentially the same as those in Section SA-II.1.3, relying on coupling binomial random variables with

Gaussian random variables.

• Section SA-IV.1.3 handles the meshing errors ∥Rn−Rn ◦π(G×R)δ∥G×R and ∥ZRn ◦π(G×R)δ −ZRn ∥G×R using

standard empirical process results.

• Section SA-IV.1.4 addresses the strong approximation error ∥Π2Rn − Π2Z
R
n ∥(G×R)δ . With the help of the

relation between Π1 and Π2, we can reuse results from Section SA-III.1.5.

• Section SA-IV.1.5 addresses the projection errors ∥Rn−Π2Rn∥(G×R)δ and ∥ZRn −Π1Z
R
n ∥(G×R)δ . We use the

results from Section SA-III.1.6 for ∥Gn−Π1Gn∥(G×R)δ , and deal with ∥Xn(gθ(·, r))−Π0Xn(gθ(·, r))∥(G×R)δ

using results from Section SA-II.1.6.

SA-IV.1 Preliminary Technical Results

This section presents preliminary technical results that are used to prove Theorem SA.1. Whenever possible,

these results are presented at a higher level of generality, and therefore may be of independent theoretical

interest. Throughout this section, we assume the same set of conditions (Assumption SA.2) on data generate

process as in Section SA-III.1.

Compared to the assumptions in Theorem 2, this assumption does not require the existence of a surrogate

measure or a normalizing transformation. It will be applied in the analysis of terms in the error decompo-

sition, where we work with the PZ distribution and extra condition on the existence of Lebesgue density

of PX is assumed whenever necessary (Section SA-IV.1.5). The surrogate measure and the normalizing

transformation will be used in the proof of Theorem SA.1 with the help of Section SA-II.2, providing greater

flexibility in the data generating process.

SA-IV.1.1 Projection onto Piecewise Constant Functions

For the residual empirical process, we tailor a projection to piecewise constant functions on the quasi-

dyadic cells that differs from the mean square projection from Section SA-II.1.2 and the product-factorized

projection from Section SA-III.1.2. Given a cylindered quasi-dyadic expansion of Rd+1, CM,N (P, ρ) with P

the law of random vector (X, Y ) ∈ Rd×R, and recall the definition of EM+N from Section SA-II.1.2, for any
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real valued functions g on Rd and r on R such that
∫
Rd

∫
R g(x)

2
P(dydx) <∞ and

∫
Rd

∫
R r(y)

2
P(dydx) <∞,

the conditional mean adjusted product-factorized projection of g and r is defined as

Π2(CM,N (P, ρ))[g, r] = Π1(CM,N (P, ρ))[g, r]− Π0(pX [CM,N (P, ρ)])[g θ(·, r)], (SA-16)

where θ(x, r) = E[r(Y )|X = x] for r ∈ R and x ∈ X , and pX [CM,N (P, ρ)] = {Xl,k : 0 ≤ l ≤ M, 0 ≤ k <

2M−l} as defined in Definition SA.7. We denote the collection of conditional mean functions based on R by

VR = {θ(·, r) : r ∈ R}.
This projection can also be represented using the Haar basis as

Π2(CM,N (P, ρ))[g, r] = ηM+N,0(g, r)eM+N,0 +
∑

1≤j≤M+N

∑
0≤k<2M+N−j

η̃j,k(g, r)ẽj,k,

with

ηj,k(g, r) =

0, if N ≤ j ≤M +N,

γj,k(g, r), if j < N.
(SA-17)

We will use Π2 as shorthand for Π2(CM,N (P, ρ)).

Next, we define the empirical processes indexed by these projected functions. With a slight abuse of

notation, let (Xn(f) : f ∈ F) be the empirical process based on a random sample ((xi, yi) : 1 ≤ i ≤ n),

where F is a class of real-valued functions on Rd+1. Specifically, Xn(f) = n−1/2
∑n
i=1(f(xi, yi)−E[f(xi, yi)])

for f ∈ F. For any real valued functions g on Rd and r on R such that
∫
Rd

∫
R g(x)

2
P(dydx) < ∞ and∫

Rd

∫
R r(y)

2
P(dydx) <∞, we define

Π2Rn(g, r) = Xn ◦ Π2(g, r),

Π0Rn(g, r) = Xn ◦ Π0[CM,N (P, ρ)](gr)−Xn ◦ Π0(pX [CM,N (P, ρ)])[g θ(·, r)].
(SA-18)

SA-IV.1.2 Strong Approximation Constructions

Lemma SA.22. Suppose Assumption SA.2 holds, and a cylindered quasi-dyadic expansion CK(PZ , ρ) is

given. Then, (G · R) ∪ (G · VR) ∪ Π1(G× R) ∪ Π2(G× R) ∪ Π0[pX(CM,N )](G · VR) is PZ-pregaussian.

Proof. Recall we have shown in the proof of Lemma SA.12 that for all 0 < δ < 1,

JX×Y(G · R, MG,XMR,Y , δ) ≲
√
2JX (G, MG,X , δ/

√
2) +

√
2JY(R,MR,Y , δ/

√
2),

JX×Y(Π1(G× R), cv,αMG,XN
α, δ) ≲

√
2JX (G, MG,X , δ/(3

√
2)) +

√
2JY(R,MR,Y , δ/(3

√
2)),

where cv,α = v(1 + (2α)
α
2 ). Lemma SA.25 implies JX (VR, θ(·,MR,Y), δ) ≤ JY(R,MR,Y , δ). Since Assump-

tion SA.2 (iv) implies supx∈X θ(·,MR,Y) ≤ cv,αMG, we know for all 0 < δ < 1,

JX (G · VR, cv,αMG, δ) ≤
√
2JX (G, MG,X , δ/

√
2) +

√
2JX (VR, θ(·,MR,Y), δ/

√
2)

≤
√
2JX (G, MG,X , δ/

√
2) +

√
2JY(R,MR,Y , δ/

√
2).
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The same argument for Lemma SA.12 implies that for all 0 < δ < 1,

JX (Π0[pX(CM,N )](G · VR), Cv,αMG,XN
α, δ) ≤ JX (G · VR, Cv,αMG,XN

α, δ).

Moreover Lemma SA.15 implies Π2(G × R) ⊆ Π1(G × R) + Π0[pX(CM,N )](G · VR). It follows from pointwise

separability of G and R and Corollary 2.2.9 in van der Vaart and Wellner (2013) that (G · R) ∪ (G · VR) ∪
Π1(G× R) ∪ Π2(G× R) ∪ Π0[pX(CM,N )](G · VR) is PZ-pregaussian.

Lemma SA.23. Suppose Assumption SA.2 holds and a cylindered dyadic expansion CM,N (PZ , 1) is given.

Then on a possibly enlarged probability space, there exists a PZ-Brownian bridge Bn indexed by F = (G ·R)∪
Π0(G×R)∪ Π1(G×R) with almost sure continuous trajectories on (F, dPZ

) such that for any f ∈ F and any

x > 0,

P

(∣∣∣∣ n∑
i=1

f(xi, yi)−
√
nBn(f)

∣∣∣∣ ≥ 24
√
∥f∥2EM+N

x+ 4
√
C{f},M+Nx

)
≤ 2 exp(−x),

where for both ∥f∥2EM+N
and C{f},M+N are defined in Lemma SA.3.

Proof of Lemma SA.23. The result follows from Lemma SA.22 and the same argument as Lemma SA.13.

□

Lemma SA.24. Suppose Assumption SA.2 holds and a cylindered quasi-dyadic expansion CM,N (PZ , ρ) with

ρ > 1 is given. Then on a possibly enlarged probability space, there exists a Brownian bridge Bn indexed by

F = (G ·R)∪ (G ·VR)∪Π1(G×R)∪Π2(G×R)∪Π0[pX(CM,N )](G ·VR) with almost sure continuous trajectories

on (F, dPZ
) such that for any f ∈ F and any x > 0,

P

(∣∣∣∣ n∑
i=1

f(xi, yi)−
√
nBn(f)

∣∣∣∣ ≥ Cρ

√
∥f∥2EM+N

x+ Cρ
√
C{f},M+Nx

)
≤ 2 exp(−x) + 2M+2 exp

(
−Cρn2−M

)
,

where Cρ is a constant that only depends on ρ.

Proof of Lemma SA.24. The result follows from Lemma SA.22 and the same argument as Lemma SA.14.

□

The above two lemmas enable the construction of Gaussian processes and their projected counterparts

as analogs to the empirical processes defined in Section SA-II.1.3 and Section SA-III.1.3. In particular, we

define ZRn and Π2Z
R
n as Gaussian processes indexed by G× R such that, for any g ∈ G and r ∈ R,

ZRn (g, r) = Bn(g(r − θ(·, r))),

Π2Z
R
n (g, r) = Bn(Π2[g, r]). (SA-19)

We also define the following ancillary processes for analysis:

ZGn (g, r) = Bn(gr), Π1Z
G
n (g, r) = Bn(Π1[g, r]),

ZXn (g θ(·, r)) = Bn(g θ(·, r)), Π0Z
X
n (g θ(·, r)) = Bn(Π0[pX(CM,N )][g θ(·, r)]). (SA-20)
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Since for any g1, g2 ∈ G, r1, r2 ∈ R,

dPZ
(g1(r1 − θ(·, r1)), g2(r2 − θ(·, r2))) ≤ 2dPZ

(g1r1, g2r2),

and Bn has almost sure continuous sample trajectories on (G · R, dPZ
), Equation (SA-19) also implies

(ZRn (g, r) : g ∈ G, r ∈ R) has almost sure continuous sample trajectories on (G× R, dPZ
).

The following ancillary lemma on uniform covering number of the class of conditional means is used for

the proof of Lemma SA.22.

Lemma SA.25. Suppose S is a class of functions from a measurable space (Y,B(Y)) to R, where Y ⊆ R,
with envelope function MS,Y . Let VS be the class of conditional means {θ(·, s) : s ∈ S} with θ(x, s) =

E[s(yi)|xi = x] for x ∈ X . Then

NVS,X (δ, θ(·,MS,Y)) ≤ NS,Y(δ,MS,Y).

Proof of Lemma SA.25. Let Q be a finite discrete measure on Rd, and let r, s ∈ S. Define a new

probability measure P̃ on R by

P̃ (A) =

∫
E[1((xi, yi) ∈ Rd ×A)|xi = x] dQ(x), ∀A ⊆ Rd.

Then
∫
|θ(·,MS,Y)| dP̃ ≤

∫
Rd E[MS,Y(yi)|xi = x] dQ(z) <∞, since supm∈VS

∥m∥∞ <∞.

For r, s ∈ S, we have∫
|θ(·, r)− θ(·, s)|2 dQ ≤

∫
Rd

E[|r(yi)− s(yi)|2|xi = x] dQ(x) =

∫
|r − s|2 dP̃ .

Here, P̃ is not necessarily finite or discrete, but by a similar argument as in Lemma SA.15, there exists a

subset Sε ⊆ S with cardinality no greater than NS,Y(δ,MS,Y), such that for any s ∈ S, there exists r ∈ Sε with

∥r− s∥P̃ ,2 ≤ ε∥θ(·,MS,Y)∥P̃ ,2. Hence, ∥mr −ms∥Q,2 ≤ ε∥θ(·,MS,Y)∥P̃ ,2 = ε∥θ(·,MS,Y)∥Q,2. The conclusion

then follows. □

SA-IV.1.3 Meshing Error

To simplify notation, the parameters of G (Definitions 4 to 12) are taken with C = X , and the index X is

omitted where there is no ambiguity; the parameters of R (Definitions 4 to 12) are taken with C = Y, and

the index Y is omitted where there is no ambiguity; and the parameters of G×R (Definitions 4 to 12, SA.3,

SA.4) are taken with C = X × Y, and the index X × Y is omitted where there is no ambiguity. We also

define

J(δ) =
√
2J(G, MG, δ/

√
2) +

√
2J(R,MR, δ/

√
2), δ ∈ (0, 1],

N(δ) = NG(δ/
√
2, MG)NR(δ/

√
2,MR), δ ∈ (0, 1].

For 0 < δ ≤ 1, consider a δMG∥MR∥PY ,2-net of (G × R, ∥ · ∥PZ ,2), denoted by (G × R)δ, with cardinality

at most NG×R(δ, MG∥MR∥PY ,2). Define the projection onto the δ-net as a mapping π(G×R)δ : G×R → G×R

such that ∥π(G×R)δ(g, r)− gr∥PZ ,2 ≤ δMG∥MR∥PY ,2 for all g ∈ G and r ∈ R.
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Lemma SA.26. Suppose Assumption SA.2 holds, a cylindered quasi-dyadic expansion CM,N (PZ , ρ) is given,

(ZRn (g, r) : g ∈ G, r ∈ R) is the Gaussian process constructed as in (SA-19) on a possibly enlarged probability

space, and (G× R)δ is chosen in Section SA-III.1.4. For all t > 0 and 0 < δ < 1,

P
[
∥Rn −Rn ◦ π(G×R)δ∥G×R + ∥ZRn ◦ π(G×R)δ − ZRn ∥G×R > C1cv,αF

R
n (t, δ)

]
≤ exp(−t),

where cv,α = v(1 + (2α)
α
2 ) and

FRn (t, δ) = J(δ)MG +
(log n)α/2MGJ

2(δ)

δ2
√
n

+
MG√
n
t+ (log n)α

MG√
n
tα.

Proof of Lemma SA.26. Recall for any g ∈ G, r ∈ R,

Rn(g, r) = Gn(g, r) +Xn[pX(CM,N (PZ , ρ))](g θ(·, r)).

Lemma SA.16 implies that for any t > 0 and 0 < δ < 1,

P
[
∥Gn −Gn ◦ π(G×R)δ∥G×R + ∥ZGn ◦ π(G×R)δ − ZGn ∥G×R > C1cv,αF

R
n (t, δ)

]
≤ exp(−t).

For g ∈ G, r ∈ R, and take (g0, r0) = π(G×R)δ , Jensen’s inequality implies

∥Xn(g θ(·, r))−Xn(g0 θ(·, r0))∥22

=
1

n

n∑
i=1

E[(g(xi)E[r(yi)|xi]− g0(xi)E[r0(yi)|xi])2]

≤ 1

n

n∑
i=1

E[(g(xi)r(yi)− g0(xi)r0(yi))
2] = ∥Gn(g, r)−Gn(g0, r0)∥22.

Thus,

∥∥Xn(g θ(·, r))−Xn ◦ π(G×R)δ(g θ(·, r))∥2∥G×R ≤ ∥∥Gn −Gn ◦ π(G×R)δ∥2∥G×R.

Lemma SA.25 implies that if we define G× R = {g(r − θ(·, r)) : g ∈ G, r ∈ R}, then

NG×R,X×Y(δ, MGMR) ≤ 2N(δ).

The conclusion then follows by applying the same empirical process argument to ∥Xn(g θ(·, r)) − Xn ◦
π(G×R)δ∥G×R as in Lemma SA.16. □

SA-IV.1.4 Strong Approximation Errors

To simplify notation, the parameters of G (Definitions 4 to 12) are taken with C = X , and the index X is

omitted where there is no ambiguity; the parameters of R (Definitions 4 to 12) are taken with C = Y, and

the index Y is omitted where there is no ambiguity; and the parameters of G×R (Definitions 4 to 12, SA.3,

SA.4) are taken with C = X × Y, and the index X × Y is omitted where there is no ambiguity. Recall we
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also define

J(δ) =
√
2J(G, MG, δ/

√
2) +

√
2J(R,MR, δ/

√
2), δ ∈ (0, 1],

N(δ) = NG(δ/
√
2, MG)NR(δ/

√
2,MR), δ ∈ (0, 1].

Lemma SA.27. Suppose Assumption SA.2 holds, a cylindered dyadic expansion CM,N (PZ , 1) is given,

(ZRn (g, r) : g ∈ G, r ∈ R) and (Π2Z
R
n (g, r) : g ∈ G, r ∈ R) are the Gaussian processes constructed as

in Equations (SA-13) and (SA-14) on a possibly enlarged probability space, and (G × R)δ is chosen in

Section SA-III.1.4. Then for all t > 0,

P

[
∥Π2Rn − Π2Z

R
n ∥(G×R)δ > C1cv,α

√
N2α+12MEGMG

n
t+ C1cv,α

√
CΠ2(G×R)δ,M+N

n
t
]
≤ 2N(δ)e−t,

where C1 > 0 is a universal constant and cv,α = v(1 + (2α)α/2).

Proof of Lemma SA.27. We have shown in the proof of Lemma SA.17 that for any (g, r) ∈ G× R,

M+N∑
j=1

∑
0≤k<2M+N−j

|γ̃j,k(g, r)|2 ≤ c2v,αN
2α+12MEGMG.

It then follows from the relation between γj,k and ηj,k in Equation (SA-17) that for any (g, r) ∈ G× R,

M+N∑
j=1

∑
0≤k<2M+N−j

|η̃j,k(g, r)|2 ≤ c2v,αN
2α+12MEGMG,

and hence by Lemma SA.23, for any x > 0, with probability at least 1− 2 exp(−x),

|Π2Rn(g, r)− Π2Zn(g, r)| ≤ cv,α

√
N2α+12MEGMG

n
x+ cv,α

√
CΠ2{(g,r)},M+N

n
x.

The conclusion then follows from a union bound on (G× R)δ. □

Lemma SA.28. Suppose Assumption SA.2 holds, a cylindered quasi-dyadic expansion CM,N (PZ , ρ) is given

with ρ > 1, (ZRn (g, r) : g ∈ G, r ∈ R) and (Π2Z
R
n (g, r) : g ∈ G, r ∈ R) are the Gaussian processes constructed

as in Equations (SA-13) and (SA-14) on a possibly enlarged probability space, and (G × R)δ is chosen in

Section SA-III.1.4. Then for all t > 0,

P

[
∥Π2Rn − Π2Z

R
n ∥(G×R)δ > Cρcv,α

√
N2α+12MEGMG

n
t+ Cρcv,α

√
CΠ2(G×R)δ,M+N

n
t
]

≤ 2N(δ)e−t + 2M exp
(
−Cρn2−M

)
,

where Cρ > 0 is a constant that only depends on ρ and cv,α = v(1 + (2α)α/2).

Proof. Since CM,N (PZ , ρ) is a cylindered quasi-dyadic expansion, ρ−12−M−N+j ≤ PZ(Cj,k) ≤ ρ2−M−N+j ,

for all 0 ≤ j ≤M +N , 0 ≤ k < 2M+N−j . Hence following the argument in the proof for Lemma SA.17, for
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any g ∈ G, r ∈ R,

M+N∑
j=1

2M+N−j∑
k=0

η̃2j,k(g, r) ≤
M+N∑
j=1

2M+N−j∑
k=0

γ̃2j,k(g, r) ≤ c2v,αN
2α+12MEGMG.

The result then follows from Lemma SA.14.

SA-IV.1.5 Projection Error

To simplify notation, the parameters of G and G ·VR (Definitions 4 to 12, SA.1, SA.2) are taken with C = X ,

and the index X is omitted where there is no ambiguity; the parameters of R (Definitions 4 to 12) are taken

with C = Y, and the index Y is omitted where there is no ambiguity; and the parameters of G×R (Definitions

4 to 12, SA.3, SA.4) are taken with C = X ×Y, and the index X ×Y is omitted where there is no ambiguity.

Recall we also define

J(δ) =
√
2J(G, MG, δ/

√
2) +

√
2J(R,MR, δ/

√
2), δ ∈ (0, 1],

N(δ) = NG(δ/
√
2, MG)NR(δ/

√
2,MR), δ ∈ (0, 1].

The projection errors for the Rn and ZRn processes can be decomposed by the observation that, for any

g ∈ G and r ∈ R,

Π2Rn(g, r)−Rn(g, r) =
(
Π1Gn(g, r)−Gn(g, r)

)
−
(
Π0[pX(CM,N )]Xn(g θ(·, r))−Xn(g θ(·, r))

)
,

Π2Z
R
n (g, r)− ZRn (g, r) =

(
Π1Z

G
n (g, r)− ZGn (g, r)

)
−
(
Π0[pX(CM,N )]ZXn (g θ(·, r))− ZXn (g θ(·, r))

)
, (SA-21)

where, in each line, the first term in parentheses is the projection error for the Gn-process, as discussed in

Section SA-III.1.6, and the second term is the projection error for the Xn-process, detailed in Section SA-

II.1.6, with

Xn(g θ(·, r)) =
1√
n

n∑
i=1

[
g(xi)θ(xi, r)−E[g(xi)θ(xi, r)]

]
,

Π0[pX(CM,N )]Xn(g θ(·, r)) =
1√
n

n∑
i=1

[
Π0[pX(CM,N )](g θ(·, r))(xi)−E[Π0[pX(CM,N )](g θ(·, r))(xi)]

]
.

This decomposition allows us to leverage previously established error bounds and convergence results for

Gn and Xn processes, thus facilitating the analysis of the Rn and ZRn processes. By utilizing known results

from Sections SA-III.1.6 and SA-II.1.6, this approach simplifies the treatment of the projection errors for

these new processes.

Lemma SA.29. Suppose Assumption SA.2 holds, a cylindered dyadic expansion CM,N (PZ , 1) is given,

(ZRn (g, r) : g ∈ G, r ∈ R) and (Π2Z
R
n (g, r) : g ∈ G, r ∈ R) are the Gaussian processes constructed as in

Equations (SA-19) on a possibly enlarged probability space, and (G × R)δ is chosen in Section SA-III.1.4.

Suppose PX admits a Lebesgue density fX supported on X ⊆ Rd. Then for all t > N , with probability at

64



least 1− 4N(δ)ne−t,

∥Rn − Π2Rn∥(G×R)δ ≲
√
VG·VR

t
1
2 +

√
cv,2α

√
N2VG + 2−NM2Gt

α+ 1
2 + cv,α

MG√
n
tα+1,

∥ZRn − Π2Z
R
n ∥(G×R)δ ≲

√
VG·VR

t
1
2 +

√
cv,2α

√
N2VG + 2−NM2Gt

1
2 + cv,α

MG√
n
t,

where cv,α = v(1 + (2α)
α
2 ), cv,2α = v2(1 + (4α)α), and

VG = min{2MG, LG∥VM∥∞}
(
sup
x∈X

fX(x)
)2

2Mm(VM )∥VM∥∞TV∗G,

VG·VR
= min{2MG·VR

, LG·VR
∥VM∥∞}

(
sup
x∈X

fX(x)

)2

2Mm(VM )∥VM∥∞TV∗G·VR
,

with VM = ∪0≤l<2M (X0,l −X0,l) the upper level quasi-dyadic variation set as in Section SA-II.1.6.

Proof. By Equations (SA-16) and (SA-18), we can show the decomposition in Equation (SA-21) holds. The

terms Π1Gn −Gn and Π1Z
G
n −ZGn can be bounded from results in Lemma SA.21. Recall G · VR = {g θ(·, r) :

g ∈ G, r ∈ R}. We know from Lemma SA.9 for all t > 0,

P

(
|Π0[pX(CM,N )]Xn(g θ(·, r))−Xn(g θ(·, r))| ≥ 2

√
VG·VR

t+
4

3
· MG·VR√

n
t

)
≤ 2 exp(−t),

P
(
|Π0[pX(CM,N )]ZXn (g θ(·, r))− ZXn (g θ(·, r))| ≥ 2

√
VG·VR

t
)
≤ 2 exp(−t).

Moreover, suppose α > 0 in (iv) from Assumption SA.2, supx∈X E[exp(|yi|)|xi = x] ≤ 2, hence by moment

properties of sub-Gaussian random variables,

sup
r∈R

sup
x∈X

E[|r(yi)||xi = x] ≤ v(1 + sup
x∈X

E[|yi|α|xi = x]) ≤ cv,α.

Hence MG·VR
≤ cv,αMG. Suppose α = 0 from (iv) from Assumption SA.2 holds, supr∈R supx∈X |r(x)| ≤ 2v,

hence we also have MG·VR
≤ cv,αMG. The result then follows from a union bound over (G× R)δ.

SA-IV.2 General Result

The following theorem presents a generalization of Theorem 2 in the paper. To simplify notation, the

parameters of G and G · VR (Definitions 4 to 12, SA.1, SA.2) are taken with C = QG, and the index QG is

omitted where there is no ambiguity; the parameters of R (Definitions 4 to 12) are taken with C = Y, and

the index Y is omitted where there is no ambiguity; and the parameters of G×R (Definitions 4 to 12, SA.3,

SA.4) are taken with C = QG × Y, and the index QG × Y is omitted where there is no ambiguity.

Theorem SA.2. Suppose (zi = (xi, yi) : 1 ≤ i ≤ n) are i.i.d. random vectors taking values in (Rd+1,B(Rd+1))

with common law PZ , where xi has distribution PX supported on X ⊆ Rd, yi has distribution PY supported

on Y ⊆ R, and the following conditions hold.

(i) G is a real-valued pointwise measurable class of functions on (Rd,B(Rd),PX).

(ii) There exists a surrogate measure QG for PX with respect to G such that QG = m ◦ϕG, where the

normalizing transformation ϕG : QG 7→ [0, 1]d is a diffeomorphism.
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(iii) MG <∞ and J(G, MG, 1) <∞.

(iv) R is a real-valued pointwise measurable class of functions on (R,B(R),PY ).

(v) J(R,MR, 1) < ∞, where MR(y) + pTVR,(−|y|,|y|) ≤ v(1 + |y|α) for all y ∈ Y, for some v > 0, and for

some α ≥ 0. Furthermore, if α > 0, then supx∈X E[exp(|yi|)|xi = x] ≤ 2.

Then, on a possibly enlarged probability space, there exists a sequence of mean-zero Gaussian processes

(ZRn (g, r) : (g, r) ∈ G× R)) with almost surely continuous trajectories on (G× R, dPX ,PY
) such that:

• E[Rn(g1, r1)Rn(g2, r2)] = E[ZRn (g1, r1)ZRn (g2, r2)] for all (g1, r1), (g2, r2) ∈ G× R.

• P[∥Rn − ZRn ∥G×R > C1Cv,αT
R
n (t)] ≤ C2e

−t for all t > 0,

where C1 and C2 are universal constants, Cv,α = vmax{1 + (2α)
α
2 , 1 + (4α)α}, and and

TRn (t) = min
δ∈(0,1)

{ARn (t, δ) + FRn (t, δ)}

with

ARn (t, δ) =
√
dmin

{(cd1EGTVdMd+1
G

n

) 1
2(d+1)

,
(cd1cd2E2GM2GTVdLd

n2

) 1
2(d+2)

}
(t+ log(nNG(δ/2)NR(δ/2)N∗))

α+1

+
MG√
n
(log n)α(t+ log(nNG(δ/2)NR(δ/2)N∗))

α+1,

FRn (t, δ) = J(δ)MG +
log(n)α/2MGJ

2(δ)

δ2
√
n

+
MG√
n

√
t+ (log n)α

MG√
n
tα,

and

VR = {θ(·, r) : r ∈ R},

TV = max{TVG, TVG·VR
}, L = max{LG, LG·VR

},

M∗ =
⌊
log2 min

{(nTV
EG

) d
d+1

,
(nLTV
EGMG

) d
d+2
}⌋
,

N∗ =
⌈
log2 max

{(nMd+1
G

EGTV
d

) 1
d+1

,
( n2M2d+2

G

TVdLdE2G

) 1
d+2
}⌉
.

Proof of Theorem SA.2. To simplify notation, we will use E[·|X0,l] in short for E[·|xi ∈ X0,l], and

E[·|X0,l × Yl,j,m] in short for E[·|(xi, yi) ∈ X0,l × Yl,j,m] in this proof.

First, we make a reduction via the surrogate measure and normalizing transformation. Since Supp(G ·
VR) ⊆ Supp(G), we know QG is also a surrogate measure for PX with respect to G · VR, and ϕG remains

a valid normalizing transformation. By the same argument as in the proof for Theorem 1, assumption (ii)

implies that on a possibly enriched probability space, there exists (ui : 1 ≤ i ≤ n) i.i.d distributed with law

PU = Uniform([0, 1]d), and

g(xi) = g(ϕ−1
H (ui)), ∀g ∈ G, 1 ≤ i ≤ n,

and if g(xi) ̸= 0 for any g ∈ G, then xi = ϕ−1
H (ui), 1 ≤ i ≤ n.
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Define R̃n to be the empirical process based on ((ui, yi) : 1 ≤ i ≤ n), and

R̃n(f, s) =
1√
n

n∑
i=1

[
f(ui)s(yi)−E[f(ui)s(yi)|ui]

]
,

and take G̃ = {g ◦ ϕ−1
H : g ∈ G}, then

Rn(g, r) =
1√
n

n∑
i=1

[
g(xi)r(yi)−E[g(xi)r(yi)|xi]

]
=

1√
n

n∑
i=1

[
g̃(ui)r(yi)−E[g̃(ui)r(yi)|ui]

]
= R̃n(g̃, r).

The relation between constants for R̃ and constants for R can be deduced from Lemma SA.10. Hence,

without loss of generality, we assume (xi : 1 ≤ i ≤ n) are i.i.d under common law PX = Uniform([0, 1]d)

distributed and X = [0, 1]d.

Take AM,N (PZ , 1) to be the axis-aligned cylindered quasi-dyadic expansion of Rd+1. By Lemma SA.27

and Lemma SA.29, for all t > N ,

P

[
∥Π2Rn − Π2Z

R
n ∥(G×R)δ > Cv,α

√
N2α+12MEGMG

n
t+ Cv,α

√
CΠ2(G×R),M+N

n
t
]
≤ 2N(δ)e−t,

P

[
∥Rn − Π2Rn∥(G×R)δ > Cv,α

√
2N2V+ 2−NM2Gt

α+ 1
2 + Cv,α

MG√
n
tα+1

]
≤ 4N(δ)ne−t,

P

[
∥ZRn − Π2Z

R
n ∥(G×R)δ > Cv,α

√
2N2V+ 2−NM2Gt

1
2 + Cv,α

MG√
n
t
]
≤ 4N(δ)ne−t,

where V =
√
dmin

{
2MG, L2

−⌊M/d⌋} 2−⌊M/d⌋TV, and

CΠ2(G×R) = sup
f∈Π2(G×R)

min

sup
(j,k)

∑
j′<j

(j − j′)(j − j′ + 1)2j
′−j

∑
k′:Cj′,k′⊆Cj,k

β̃2
j′,k′(f)

 , ∥f∥2∞(M +N)

 .

Let f ∈ Π2(G × R). Then there exists g ∈ G and r ∈ R such that f = Π2[g, r]. Since f is already piecewise-

constant, by definition of βj,k’s and ηj,k’s, we know β̃l,m(f) = η̃l,m(g, r). Fix (j, k). We consider two cases.

Case 1: j > N . Then by the design of cell expansions (Section SA-III.1.1), Cj,k = Xj−N,k × Y∗,N,0. By

definition of ηl,m, for any N ≤ j′ ≤ j, we have (j − j′)(j − j′ + 1)2j
′−j∑

k′:Cj′,k′⊆Cj,k
η̃2j′,k′(g, r) = 0. Now

consider 0 ≤ j′ < N . Then∑
k′:Cj′,k′⊆Cj,k

|η̃j′,k′(g, r)|

=
∑

l:X0,l⊆Xj−N,k

∑
0≤m<2j′

|E[g(xi)|X0,l]| · |E[r(yi)|X0,l × Yl,j−1,2m]−E[r(yi)|X0,l × Yl,j−1,2m+1]|

≤ Cv,α

∑
l:X0,l⊆Xj−N,k

|E[g(xi)|X0,l]|Nα ≤ Cv,α2
j−NMGN

α.

It follows that∑
j′<j

(j − j′)(j − j′ + 1)2j
′−j

∑
k′:Cj′,k′⊆Cj,k

|η̃j′,k′(g, r)| ≤
∑
j′<j

(j − j′)(j − j′ + 1)2j
′−NCv,αMGN

α ≲ Cv,αMGN
α.
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Case 2: j ≤ N . Then Cj,k = X0,l × Yl,j,m. Hence for any 0 ≤ j′ ≤ j, we have∑
k′:Cj′,k′⊆Cj,k

|η̃j′,k′(g, r)| = |E[g(xi)|X0,l]|
∑

m′:Yl,j′,m′⊆Yl,j,m

|E[r(yi)|X0,l × Yl,j−1,2m]−E[r(yi)|X0,l × Yl,j−1,2m+1]|

≲Cv,α|E[g(xi)|X0,l]|Nα ≲ Cv,αMGN
α.

It follows that ∑
j′<j

(j − j′)(j − j′ + 1)2j
′−j

∑
k′:Cj′,k′⊆Cj,k

|η̃j′,k′(g, r)| ≲ Cv,αMGN
α.

Moreover, for all (j, k), we have β̃j,k(g, r) ≲ Cv,αMGN
α. Hence CΠ2(G×R) ≲ (Cv,αMGN

α)2. The rest of

the proofs follow from choosing optimal M,N and Lemma SA.16 in the same way as in the proof for

Theorem SA.1. □

SA-IV.3 Proof of Theorem 2

The proof follows by Theorem SA.2 with δ = n−1/2, and

N(n−1/2) = NG(1/
√
2n, MG)NR(1/

√
2n,MR) ≤ cGcR(2

√
n)dG+dR = c(2

√
n)d,

and

J(n−1/2) =
√
2J(G, MG, 1/

√
2n) +

√
2J(R,MR, 1/

√
2n)

≤ 3n−1/2
√
dG log(cG

√
n) + 3δ

√
dR log(cR

√
n)

≤ 3δ
√
(dG + dR) log(cGcRn) ≤ 3δ

√
d log(cn).

This completes the proof.

SA-IV.4 Proof of Corollary 4

Take t = C log n with C > 1 in Theorem 2.

SA-IV.5 Example: Local Polynomial Estimators

The following lemma provides sufficient conditions for the rate of non-linearity error and smoothing bias

claimed in Section 4.1.

Lemma SA.30. Consider the setup of Section 4.1. Recall we assume that ((xi, yi) : 1 ≤ i ≤ n) are i.i.d

random vectors taking values in (Rd+1,B(Rd+1)), with xi ∼ PX admitting a continuous Lebesgue density fX

on its support X = [0, 1]d. Assume in addition that w 7→ θ(w; r) is (p+ 1)-times continuously differentiable

with (p+ 1)th partial derivatives bounded uniformly over w ∈ W ⊆ X and r ∈ Rl, l = 1, 2, for some p ≥ 0.
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If (nbd)−1 log n→ 0, then

sup
w∈W,r∈R2

∣∣e⊤1 (Ĥ−1
w −H−1

w )Sw,r

∣∣ = O((nbd)−1 log n) a.s., and

sup
w∈W,r∈Rl

∣∣E[θ̂(w, r)|x1, · · · ,xn]− θ(w, r)
∣∣ = O(b1+p) a.s., l = 1, 2.

If, in addition, supx∈X E[exp(|yi|)|xi = x] ≤ 2, then

sup
w∈W,r∈R1

∣∣e⊤1 (Ĥ−1
w −H−1

w )Sw,r

∣∣ = O((nbd)−1 log n+ (nbd)−3/2(log n)5/2) a.s.

Proof of Lemma SA.30. We concisely flash out the arguments that are standard from the empirical

process literature.

Convergence rate for each entry of Ĥw − Hw: Consider u⊤
1 (Ĥw − Hw)u2, where u1,u2 are multi-

indices such that |u1|, |u2| ≤ p. Take v = u1 + u2. Define

gn(ξ,w) =

(
ξ −w

h

)v
1

hd
K

(
ξ −w

h

)
, ξ ∈ X ,w ∈ W.

Define F = {gn(·,w) : w ∈ W}. Then supw∈W |u⊤
1 (Ĥw − Hw)u2| = supf∈F |En[f(xi)] − E[f(xi)]|. By

standard arguments from kernel regression literature, we can show F forms a VC-type class over X with

exponent d and constant ∥X∥∞/b, with MF,X = O(b−d), σ2
n = supf∈FV[f(xi)] = O(b−d/2). By Corollary

5.1 in Chernozhukov et al. (2014), we can show E[supf∈F |En[f(xi)] − E[f(xi)]|] = O((nbd)−1/2
√
log n +

(nbd)−1 log n). Since F is separable, we can use Talagrand’s inequality (Giné and Nickl, 2016, Theorem 3.3.9)

to get for all t > 0,

P

(
sup
f∈F

|En[f(xi)]−E[f(xi)]| ≥ C1(nb
d)−1/2

√
t+ log n+ C1(nb

d)−1(t+ log n)
)
≤ exp(−t),

where C1 is a constant not depending on n. This shows for any multi-indices u1,u2 with |u1|, |u2| ≤ p,

sup
w∈W

|u⊤
1 (Ĥw −Hw)u2| = O((nbd)−1/2

√
log n+ (nbd)−1 log n), a.s.

Convergence rate for supw∈W∥Ĥ−1
w −H−1

w ∥: Since Hw and Ĥw are finite-dimensional, supw∈W∥Ĥw −
Hw∥ = O((nbd)−1/2

√
log n + (nbd)−1 log n) a.s.. By Weyl’s Theorem, supw∈W |σd(Ĥw) − σd(Hw)| =

O((nbd)−1/2
√
log n+ (nbd)−1 log n) a.s., which also implies infw∈W σd(Ĥw) = Ω(1) a.s.. Hence

sup
w∈W

∥Ĥ−1
w −H−1

w ∥ ≤ sup
w∈W

∥Ĥ−1
w ∥∥Ĥw −Hw∥∥H−1

w ∥ = O((nbd)−1/2
√

log n), a.s..

Convergence rate for supw∈W supr∈Rℓ
∥Sw,r∥, ℓ = 1, 2: Consider v⊤Sw,r where |v| ≤ p. Define Hℓ =

{(z, y) 7→ gn(z,w)(r(y) − θ(z, r)) : w ∈ W, r ∈ Rℓ}, ℓ = 1, 2. It is not hard to check both H1 and H2 are

VC-type classes over X . By similar arguments as in Ĥw −Hw, for all t > 0,

P

(
sup
h∈H2

|En[h(xi, yi)]−E[h(xi, yi)]| ≥ C2(nb
d)−1/2

√
t+ log n+ C2(nb

d)−1(t+ log n)
)
≤ exp(−t),
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where C2 is a constant that does not depend on n. And if we further assume supx∈X E[exp(|yi|)|xi = x] ≤ 2,

then for all t > 0,

P

(
sup
h∈H1

|En[h(xi, yi)]−E[h(xi, yi)]| ≥ C2(nb
d)−1/2

√
t+ log n+ C2(nb

d)−1(log n)(t+ log n)
)
≤ exp(−t).

Together with finite dimensionality of the vector Sw,r,

sup
w∈W

sup
r∈R1

∥Sw,r∥ = O((nbd)−1/2
√

log n+ (nbd)−1(log n)2), a.s.,

sup
w∈W

sup
r∈R2

∥Sw,r∥ = O((nbd)−1/2
√

log n), a.s.

Putting together for Non-Linearity Errors:

sup
w∈W

sup
r∈R1

|e⊤1 (Ĥ−1
w −H−1

w )Sw,r| = O((nbd)−1 log n+ (nbd)−3/2(log n)5/2), a.s.,

sup
w∈W

sup
r∈R2

|e⊤1 (Ĥ−1
w −H−1

w )Sw,r| = O((nbd)−1 log n), a.s..

Smoothing Error: Take Rw,r = En
[
rp
(
Xi−w
h

)
Kh(Xi −w)rw(Xi; r)

]
where

rw(ξ; r) = θ(ξ; r)−
∑

0≤|ν|≤p

∂νθ(w; r)

ν!
(ξ −w)ν .

Since all θ(·; r), r ∈ Rℓ are (p + 1)-times continuously differentiable with derivatives bounded uniformly

over X and Rℓ, we have almost surely supr∈Rℓ
supw∈W |Rw,r| = O(bp+1), ℓ = 1, 2. We have proved that

infw∈W σd(Ĥw) = Ω(1) a.s.. Hence

sup
r∈Rℓ

sup
w∈W

|E[θ̂(w, r)|x1, · · · ,xn]− θ(w, r)| = sup
r∈Rℓ

sup
w∈W

|e⊤1 Ĥ−1
w Rw,r| = O(bp+1), a.s., for ℓ = 1, 2.

This completes the proof. □

The following two examples provide the omitted details concerning uniform Gaussian strong approxima-

tion rates obtained via other methods, which are discussed in Section 4.1 of the paper.

Example SA.1 (Strong Approximation via Rio (1994)). Consider the setup of Section 4.1, and assume the

following regularity conditions hold:

(a) (xi, yi) = (xi, φ(xi, ui)), where the law of bi = (xi, ui), PB, has continuous and positive Lebesgue

density fB on its support B = [0, 1]d+1.

(b) M{φ},B = O(1), K{φ},B = O(1), and supg∈G TV{φ},Supp(g)×[0,1] = O(supg∈G m(Supp(g))).

(c) supg∈G TVVRl
,Supp(g) = O(supg∈G m(Supp(g))) and KVRl

,B = O(1), for l = 1, 2.

Recall G = {b−d/2Kw( ·−w
b ) : w ∈ W} with Kw(u) = e⊤1 H

−1
w p(u)K(u). For R1, take H1 = {h ◦T−1

PB
: h ∈

Ho
1}, where Ho

1 = {(x, u) ∈ B 7→ g(x)φ(x, u) − g(x)θ(x, Id) : g ∈ G}, TPB
is the Rosenblatt transformation
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based on PB given in Section 3.1. Recall we denote X = [0, 1]d. Then,

MH1,B ≤ MG,XM{φ},B = O(b−d/2),

TVH1,B ≤ f
2

B

f
B

(TVG,X + MG,X sup
g∈G

m(Supp(g))) = O(bd/2−1),

KH1,B ≤ (2
√
d)d−1 f

d+1

B

fd
B

(M{φ},BKG,X + MG,XK{φ},B + MG,XKVR1
,X ) = O(b−d/2),

NH1,B(δ, MH1,B) = O(δ−d−1), 0 < δ < 1,

(SA-22)

where fB = supx∈B fB(x) and f
B

= infx∈B fB(x). Rio (1994, Theorem 1.1) implies that (Xn(h) : h ∈
H1) = (

√
nbde⊤1 H

−1
w Sw,r : w ∈ W, r ∈ R1) admits a uniform Gaussian strong approximation with rate

Sn(t) = Cd,φ,PB
(nbd+1)−1/(2d+2)

√
t+ d log n+ Cd,φ,PB

(nbd)−1/2(t+ d log n),

where Cd,φ,PB
is a quantity that only depends on d, φ and PB.

For R2, take H2 = {h ◦ T−1
PB

: h ∈ Ho
2}, where Ho

2 = {(x, u) ∈ B 7→ g(x)r ◦ φ(x, u) − g(x)θ(x, r) : g ∈
G, r ∈ R2}. Then

MH2 = MG,XM{φ},B = O(b−d/2),

TVH2
≤ f

2

B

f
B

(TVG,X + EG,X + MG,X sup
g∈G

m(Supp(g)))max{L{φ},B, 1}d−1 = O(bd/2−1),

NH2,B(δ, MH2,B) = O(δ−d−1), 0 < δ < 1.

Rio (1994, Theorem 1.1) implies that (Xn(h) : h ∈ H2) = (
√
nbde⊤1 H

−1
w Sw,r : w ∈ W, r ∈ R2) admits a

Gaussian strong approximation with rate function

Sn(t) = Cd,φ,PB
(nbd+1)−1/(2d+2)

√
t+ d log n+ Cd,φ,PB

√
log n

nbd
(t+ d log n),

where Cd,φ,PB
is a quantity that only depends on d, φ and PB.

The strong approximation rates stated in Section 4.1 now follow directly from the strong approximation

results above. ▲

Proof of Example SA.1. Recall G = {b−d/2Kw( ·−w
b ) : w ∈ W} with Kw(u) = e⊤1 H

−1
x p(u)K(u).

(1) Properties of G Since supw∈W∥H−1
w ∥ ≲ 1 and K is continuous with compact support, we know

MG,X = O(b−d/2).

By a change of variables, we can show

EG,X = sup
w∈W

E

[∣∣∣∣b−d/2Kw

(xi −w

b

)∣∣∣∣] = O(bd/2).
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And supw∈W supu,u′
|rp(u−w

b )−rp(
u′−w

b )|
∥u−u′∥∞

= O(b−1), and supw∈W supu,u′
|K(u−w

b )−K(u′−w
b )|

∥u−u′∥∞
= O(b−1), hence

LG,X = O(b−
d
2−1).

Notice that the support of functions in G has uniformly bounded volume, i.e. supg∈G m (Supp(g)) = O(bd).

Together with the rate for LG,X , we know

TVG,X ≤ LG,X sup
g∈G

m (Supp(g)) = O(b
d
2−1).

Now we will show that M−1
G,XG is a VC-type class. We know supw,w′∈W∥Hw −Hw′∥/∥w −w′∥∞ = O(b−1).

Since infw∈W∥Hw∥ = Ω(1), we also have supw,w′∈W∥H−1
w −H−1

w′ ∥/∥w −w′∥∞ = O(b−1). It follows that

LG,X = sup
w∈W

sup
x,x′∈X

∣∣∣b−d/2Kw

(x−w

b

)
− b−d/2Kw

(x′ −w

b

)∣∣∣/∥x− x′∥∞ = O(b−
d
2−1).

To upper bound KG,X , let D ⊆ X be a cube with edges of length a parallel to the coordinate axises. Consider

the following two cases: (i) if a < b, then TVG,D ≤ CKb
−d/2−1ad ≤ CKb

−d/2ad−1; (ii) if a > b, then

TVG,D ≤ CK supw∈W m(Supp(Kw))LG,X ≤ CKb
db−d/2−1 ≤ CKb

−d/2bd−1 ≤ CKb
−d/2ad−1. This shows

KG,X ≤ CKb
−d/2.

Consider hw(·) =
√
bdeT1 H

−1
w rp(·)K(·), w ∈ W. Then b−d/2Kw( ·−w

b ) = hw
( ·−w

b

)
, w ∈ W. Recall that

xi has common law PX with Lebesgue density fX . Then there exists a constant c only depending on

supx∈X K(x), L{K},X , σK = (
∫
K(x)dx)1/2, fX = supx∈X fX(x), f

X
= infx∈X fX(x) that

sup
w∈W

∥hw∥∞ ≤ c,

sup
w∈W

sup
u,v∈W

|hw(u)− hw(v)|
∥u− v∥∞

≤ c,

sup
w,w′∈W

sup
u∈W

|hw(u)− hw′(u)|
∥w −w′∥∞

≤ c.

We can again apply Lemma 7 from Cattaneo et al. (2024) to show that, for all 0 < δ < 1,

NX (M−1
G,XG, ∥·∥PX ,2, δ) ≤ cδ−2d−2 + 1.

(2) Properties of Ho
1 Let g ∈ G. Take Ha

1 = {g · φ : g ∈ G} and Hb
1 = {g · θ(·, Id) : g ∈ G}. Then

MHa
1 ,B ≤ MG,XM{φ},B.

We have shown that all functions in G are Lipschitz and LG,X = O(b−d/2−1), Ambrosio et al. (2000, Propo-

sition 3.2 (b)) then implies

TVHa
1 ,B ≤ M{φ},BTVG,X + MG,X sup

g∈G

TV{φ},Supp(g)×[0,1].
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Let C be any cube of side-length a in Rd+1. By Ambrosio et al. (2000, Proposition 3.2 (b)),

TVHa
1 ,C ≤ M{φ},BTVG,C + MG,X sup

g∈G

TV{φ},Supp(g)×[0,1]∩C ≤ M{φ},BKG,Xa
d + K{φ},BMG,Xa

d,

which implies

KHa
1 ,B ≤ M{φ},BKG,X + K{φ},BMG,X .

Similar argument shows

MHb
1,X ≤ MG,XM{φ},B, TVHb

1,X ≤ TVG,X + MG,X sup
g∈G

TV{θ(·,Id)},Supp(g),

KHb
1,X ≤ M{φ},BKG,X + MG,XK{θ(·,Id)},X .

Then by assumptions supg∈G TV{φ},Supp(g)×[0,1] = O(supg∈G m(Supp(g))) and supg∈G TV{θ(·,Id)},Supp(g) =

O(supg∈G m(Supp(g))), we have

MHo
1
≤ MG,XM{φ},B, TVHo

1
= O(TVG,X + MG,X sup

g∈G

m(Supp(g))),

KHo
1
≤ M{φ},BKG,X + MG,XK{φ},B + MG,XK{θ(·,Id)},X .

By standard empirical process argument, Ho
1 is a VC-type class with constant c2d+1 and exponent 2d + 2

with respect to envelope function MG,XM{φ},B over B.

(3) Properties of Ho
2 The main challenge is that R2 contains non-differentiable indicator. First, we

study properties of G · R2. By Definition 4,

TVG·R2,B = sup
g∈G

sup
y∈R

sup
ϕ∈Dd+1([0,1]

d+1)
∥∥ϕ∥2∥∞≤1

∫
[0,1]d

∫
[0,1]

g(x)1(u ≤ y) div(ϕ)(x, u)dudx

≤ sup
g∈G

sup
y∈R

sup
ϕ∈Dd([0,1]

d)
∥∥ϕ∥2∥∞≤1

sup
ψ∈D1([0,1])
∥ψ∥∞≤1

∫
[0,1]d

∫
[0,1]

g(x)1(u ≤ y)(div ϕ(x) + ψ′(u))dudx

= sup
g∈G

sup
y∈R

sup
ϕ∈Dd([0,1]

d)
∥∥ϕ∥2∥∞≤1

∫
[0,1]d

g(x) div ϕ(x)dx+ sup
g∈G

sup
y∈R

sup
ψ∈D1([0,1])
∥ψ∥∞≤1

∫
[0,1]d

g(x)dx(ψ(1)− ψ(0))

≤ TVG,X + 2EG,X ,

where Dd+1([0, 1]
d+1) denotes the space of infinitely differentiable functions from [0, 1]d+1 to Rd+1, and

Dd([0, 1]
d) is analogously defined. Similar argument as in the proof for properties of Ho

1 gives

TVG·VR,B ≤ TVG,X + MG,X sup
g∈G

TVVR,Supp(g) = O(TVG,X + MG,X sup
g∈G

m(Supp(g))).

It follows that

TVG·R2+G·VR,B = O(TVG,X + EG,X + MG,X sup
g∈G

m(Supp(g))).
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Consider the change of variables function T : [0, 1]d+1 → Rd+1 given by T (x, u) = (x, φ(x, u)). Since

L{T},B ≤ max{L{φ},B, 1}, Theorem 3.16 from Ambrosio et al. (2000) implies

TVHo
2 ,B ≤ Ld−1

{T},BTVG·R2+G·VR,B = O(max{L{φ},B, 1}d−1TVG·R2+G·VR,B).

By standard empirical process argument, Ho
2 is a VC-type class with constant C12

d+1 and exponent 2d+ 2

with respect to envelope function MG,X , where C1 is a constant that does not depend on n.

(4) Effects of Rosenblatt Transformation By Lemma SA.10 with QG = PX and ϕG = Id, we have

TVH1
≤ TVHo

1
f
2

Bf
−1

B
, TVH2

≤ TVHo
2
f
2

Bf
−1

B
, MH1

= MHo
1
, MH2

= MHo
2
. Moreover, H1 and H2 are VC-type

classes with constant C22
d+1 and exponent 2d + 2 with respect to envelope functions MG,XM{φ},B and MG,X

respectively, with C2 a constant that does not depend on n.

(5) Application of Theorem 1.1 in Rio (1994) We can now apply Theorem 1.1 in Rio (1994) to get

{Xn(h) : h ∈ H1} admits a Gaussian strong approximation with rate function

Cd,φ

√√√√df
2

B

f
B

√
MG,XM{φ},B(TVG,X + MG,X supg∈G m(Supp(g)))

n
1

2d+2

√
t+ d log n

+ Cd,φ

√
MG,XM{φ},B

n
min

{√
log(n)MG,XM{φ},B,

√√√√ (2
√
d)d−1f

d+1

B

fd
B

(KG,XM{φ},B + MG,XK{φ},B))

}
(t+ d log n),

where Cd,φ is a quantity that only depends on d and φ. And {Xn(h) : h ∈ H2} admits a Gaussian strong

approximation with rate function

Cd,φ

√√√√df
2

B

f
B

√
MG,XTVG,X ,{φ},B

n
1

2d+2

√
t+ d log n+ Cd,φ

MG,XM{φ},B√
n

(t+ d log n),

where TVG,X ,{φ},B = max{L{φ},B, 1}d−1(TVG,X + EG,X + MG,X supg∈G m(Supp(g))). □

Example SA.2 (Strong Approximation via Theorem 1). Consider the setup of Section 4.1, and assume the

following regularity conditions hold:

(a) (xi, yi) = (xi, φ(xi, ui)), where the law of bi = (xi, ui), PB, has a continuous and positive Lebesgue

density fB on its support B = [0, 1]d+1.

(b) M{φ},B = O(1), supg∈G TV{φ},Supp(g) = O(supg∈G m(Supp(g))), K{φ},B = O(1), and L{φ},B = O(1).

(c) supr∈Rℓ
supx,y∈X |θ(x, r)− θ(y, r)|/∥x− y∥∞ <∞ for ℓ = 1, 2.

Recall G = {b−d/2Kw( ·−w
b ) : w ∈ W} with Kw(u) = e⊤1 H

−1
w p(u)K(u). For R1, take H1 = {h ◦ T−1

PB
: h ∈

Ho
1}, where Ho

1 = {(x, u) ∈ B 7→ g(x)φ(x, u) − g(x)θ(x, Id) : g ∈ G}, TPB
is the Rosenblatt transformation

based on PB given in Section 3.1. Recall we denote X = [0, 1]d. Then, Equation (SA-22) holds, and

LH1 ≤ LHo
1

fB
f
B

≤ (LG,XM{φ},B + MG,XL{φ},B + MG,XLVR1
,X )

fB
f
B

= O(b−d/2−1).
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Theorem 1 implies (Xn(h) : h ∈ H1) = (
√
nbde⊤1 H

−1
x Sw,r : x ∈ [0, 1]d, r ∈ R1) admits a uniform Gaussian

strong approximation with rate

Sn(t) = Cd,φ,PB
(nbd+1)−1/(d+1)

√
t+ d log n+ Cd,φ,PB

(nbd)−1/2(t+ d log n),

where Cd,φ,PB
is a quantity that only depends on d, φ and PB.

The strong approximation rate stated in Section 4.1 in the paper now follows directly from the strong

approximation result above. ▲

Proof of Example SA.2. Besides the properties given in the proof of Example SA.1, using product

rule we can show LHo
1

≤ LG,XM{φ},B + MG,XL{φ},B + MG,XLVR1
,X = O(b−d/2−1). By the discussion on

Rosenblatt transformation in Section 3.1, LH1,X ≤ LHo
1 ,X fB/fB . Take the surrogate measure to be QH1

=

Uniform([0, 1]d+1) with ϕH1
= Id. The result then follows from application of Theorem SA.1 on

Xn(h) =
1√
n

n∑
i=1

[h(xi, ui)−E[h(xi, ui)]], h ∈ H1.

This completes the proof. □

Example SA.3 (Strong Approximation via Theorem 2). Consider the setup of Section 4.1 and assume the

following regularity conditions hold:

(a) xi has PX with Lebesgue density fX continuous on its support X , which is a compact subset of Rd,
and supx∈X E[exp(|yi|)|xi = x] ≤ 2.

(b) supr∈Rℓ
supx,y∈X |θ(x, r)− θ(y, r)|/∥x− y∥∞ <∞ for ℓ = 1, 2.

Recall that G = {b−d/2Kx(
·−x
b ) : x ∈ X}. Take the surrogate measure QG = PX and the normalizing

transformation ϕG = Id. Then, using the notation introduced in the paper,

c1 = d
f
2

X

f
X

, c2 =
fX
f
X

,

where fX = supx∈X fX(x), f
X

= infx∈X fX(x), and

MG = O(b−d/2), EG = O(bd/2), TVG = O(bd/2−1), LG = O(b−d/2−1),

NG(δ) = O(δ−d−1), 0 < δ < 1.

Theorem 2 implies that (Rn(g, r) : g ∈ G, r ∈ R1) = (
√
nbde⊤1 H

−1
x Sw,r : x ∈ [0, 1]d, r ∈ R1) admits a uniform

Gaussian strong approximation with rate function

Sn(t) =

(
f
3

X

f2
X

) d
2(d+2)√

d(nbd)−1/(d+2)(t+ d log n)3/2 + (nbd)−1/2(t+ d log n).

If, in addition, supx∈[0,1]d E[exp(|yi|)|xi = x] ≤ 2, then Theorem 2 implies (Rn(g, r) : g ∈ G, r ∈ R1) =
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(
√
nbde⊤1 H

−1
x Sw,r : x ∈ [0, 1]d, r ∈ R1) admits a uniform Gaussian strong approximation with rate function

Sn(t) =

(
f
3

X

f2
X

) d
2(d+2)√

d(nbd)−1/(d+2)(t+ d log n)5/2 + (nbd)−1/2(t+ d log n).

The strong approximation rate stated in Section 4.1 in the paper now follow directly from the strong approx-

imation result above. ▲

Proof of Example SA.3. The conditions of G can be verified from Part (1) Properties of G in Section SA.1.

It is easy to check that R1 satisfies the conditions in Theorem 2 with cR1 = 1, dR1 = 1 and α = 1. Moreover,

R2 satisfies the conditions in Theorem 2 with cR2 some universal constant and dR2 = 2 by van der Vaart

and Wellner (2013, Theorem 2.6.7). The results then follow from Theorem 2. □

SA-V Quasi-Uniform Haar Basis

This section provides the proofs and additional results for Section 5. In Section SA-V.1, we present the

proofs of Theorem 3 and Corollary 5, and verify the claims for Example 2. In Section SA-V.2, we present

the proofs of Theorem 4, Corollary 6 and the Haar Partitioning-based Regression example in Section 5.3,

with the additional results for Mn and Rn processes under generic entropy conditions.

SA-V.1 General Empirical Process

SA-V.1.1 Proof of Theorem 3

First, we make a reduction through the surrogate measure QH (Definition 2). Denote EH = X ∩ Supp(H).

The definition of surrogate measure implies PX |EH
= QH|EH

. We use a coupling argument similar to

the proof of Theorem 1. Define a probability measure O on (Rd × Rd,B(R2d)) such that for all A ∈
B(R2d), O|EH×EH

(A) = PX(Π1:d(A ∩ {(x,x) : x ∈ EH})), O|EH×Ec
H
(A) = O|Ec

H
×EH

(A) = 0, O|Ec
H
×Ec

H
(A) =∫

Ec
H

PX(Ay ∩ EcH)dQ(y) where Ay = {x ∈ Rd : (x,y) ∈ A}, where we take Π1:d(E) = {x ∈ Rd : (x,y) ∈
E for some y ∈ Rd} for any E ∈ B(R2d).

The definition of O implies the marginals are PX and QH, respectively. By Skorohod embedding (Dudley,

2014, Lemma 3.35), on a possibly enlarged probability space, there exists (zi : 1 ≤ i ≤ n) i.i.d. with law

QH such that (xi, zi) has joint law O for each 1 ≤ i ≤ n. In particular, when xi ∈ EH, zi = xi; and

O({xi ∈ EcH}△{zi ∈ EcH}) = 0. Moreover, since QH(Supp(H) \X ) = 0, and the definition of O on EH ×EH
as a product measure between PX and QH, we know O({xi ∈ EcH}△{zi ∈ Supp(H)c}) = 0. This allows for

the reduction to zi-based processes, since for 1 ≤ i ≤ n, almost surely

h(xi) = h(xi)1(xi ∈ EH) + 0 · 1(xi ∈ EcH)

= h(zi)1(zi ∈ EH) + 0 · 1(zi ∈ Supp(H)c)

= h(zi)1(zi ∈ EH) + h(zi) · 1(zi ∈ Supp(H)c)

= h(zi)1(zi ∈ EH) + h(zi) · 1(zi ∈ EcH)

= h(zi), ∀h ∈ H,
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where the first line is due to h = 0 on Supp(H)c, the second line is by O({xi ∈ EcH}△{zi ∈ Supp(H)c}) = 0,

the third line is due to h = 0 on Supp(H)c, and the fourth line by QH(Supp(H) \ X ) = 0. Almost surely,

Xn(h) =
1√
n

n∑
i=1

[
h(xi)−E[h(xi)]

]
=

1√
n

n∑
i=1

[
h(zi)−E[h(zi)]

]
, ∀h ∈ H.

Hence we reduce the problem to coupling for (X̃n(h) : h ∈ H), with the process defined by

X̃n(h) =
1√
n

n∑
i=1

[
h(zi)−E[h(zi)]

]
, h ∈ H,

with (zi : 1 ≤ i ≤ n) i.i.d ∼ QH. Suppose 2K ≤ L < 2K+1. For each l ∈ {1, 2, . . . , d}, we can divide at most

2K cells into two intervals of equal measure under QH such that we get a new partition ofQH = ⊔0≤j<2K+1∆′
l

and satisfies

max0≤l<2K+1 QH(∆′
l)

min0≤l<2K+1 QH(∆′
l)

≤ 2ρ.

By construction, there exists an axis-aligned quasi-dyadic expansion AK+1(QH, 2ρ) = {Cj,k : 0 ≤ j ≤
K + 1, 0 ≤ k < 2K+1−j} such that

{
C0,k : 0 ≤ k < 2K+1

}
=
{
∆′
l : 0 ≤ l < 2K+1

}
,

and H ⊆ Span{1∆j
: 0 ≤ j < L} ⊆ Span{1C0,k

: 0 ≤ k < 2K+1}. Now we consider the term CH from

Lemma SA.5. Let h ∈ H. By definition of S and the step of splitting each cell into at most two, there exists

l1, · · · , l2S ∈ {0, · · · , 2K+1 − 1} such that h =
∑2S
q=1 cq1(∆

′
lq
) where |cq| ≤ M{h}. Fix (j, k). Let (l,m) be an

index such that Cl,m ⊆ Cj,k. Since each ∆′
lq

belongs to at most one Cl−1,k, β̃l,m(1(∆′
lq
)) = 0 if ∆′

lq
is not

contained in Cl,m and β̃l,m(1(∆′
lq
)) = 2−l+1 if ∆′

lq
⊆ Cl,m. Hence

∑
m:Cl,m⊆Cj,k

∣∣β̃l,m(h)
∣∣2 ≤ 2S

2S∑
q=1

∑
m:Cl,m⊆Cj,k

(
cqβ̃l,k(1(∆lq ))

)2 ≤ 2S

2S∑
q=1

c2q2
−2l ≤ 4S2M2H2−2l.

It follows that

CH = sup
h∈H

min

sup
(j,k)

∑
l<j

(j − l)(j − l + 1)2l−j
∑

m:Cl,m⊆Cj,k

β̃2
l,m(h)

 , M2H(K + 1)

 ≲ M2H min{K,S2}.

Then apply Lemma SA.5, we get there exists a mean-zero Gaussian process Z̃Xn with the same covariance

structure as X̃n such that with probability at least 1− 2 exp(−t)− 2K+1 exp(−Cρn2−K−1),

∥X̃n − Z̃Xn ∥H ≤ min
δ∈(0,1)

{
Cρ

√
2K+2MHEH

n
(t+ logNH(δ, MH))

+ Cρ

√
min{K,S2}

n
MH(t+ logNH(δ, MH)) + Fn(t, δ)

}
,

where K ≤ log2(L), and Cρ is a constant that only depends on ρ. The conclusion then follows from taking

(Zn(h) : h ∈ H) = (Z̃n(h) : h ∈ H) and the fact that (Xn(h) : h ∈ H) = (X̃n(h) : h ∈ H) almost surely.
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SA-V.1.2 Proof of Corollary 5

Take t = C log n with C > 1 and δ = n−
1
2 in Theorem 3.

SA-V.1.3 Example 2: Histogram Density Estimation

Recall for w ∈ W, we define

hw(u) =
√
L
∑

0≤l<P

1 (u ∈ ∆l)1 (w ∈ ∆l) , u ∈ X ,w ∈ W,

and H = {hw(·) : w ∈ W}. Then H ⊆ Span(1∆l
: 0 ≤ l < P ). In particular, for every u ∈ X and w ∈ W, at

most one of 1 (u ∈ ∆l)1 (x ∈ ∆l) will be non-zero. Hence MH,Rd = L1/2. Each function in H can be written

as c1(∆l) for some l ≤ L, which implies we can take SH = 1.

If W = X , since we assume the partition is quasi-uniform of QH = X with QH = PX , we know

max0≤l<P PX (∆l) ≤ cρL
−1 for some constant cρ > 0 that only depends on ρ, which implies

EH ≤ max
0≤l<P

PX (∆l) · MH ≤ cρL
−1

√
L ≤ cρL

−1/2,

where in this case P = L.

If W ⊊ X , take P̊ to be the unique number in Z such that P̊ ≤ PX((∪0≤l<P∆l)
c)

min0≤l<P PX(∆l)
< P̊ + 1. Then we

consider the following two cases. Set L = P + P̊ .

Case 1 : P̊ ≥ 1. The construction in Example 2 implies for every P ≤ l < L,

1 ≤ QH(∆l)

min0≤k<P PX(∆k)
≤ 1 + P̊−1 ≤ 2.

In particular, min0≤k<LPX(∆l) = min0≤k<P PX(∆l). Combined with quasi-uniformity of {∆l : 0 ≤ l < P},
we have

max0≤k<LPX(∆k)

min0≤k<LPX(∆k)
≤ max{ρ, 2}.

Since PX agrees with QH on ⊔0≤l<P∆l, and ⊔P≤l<L∆l ⊆ X ∪Supp(H)c, QH is a surrogate measure of PX

with respect to H. And we verified that {∆l : 0 ≤ l < L} is a quasi-uniform partition of QH with respect to

QH.

Case 2 : P̊ = 0. Then for any 0 ≤ l < P , there exists P̊l ∈ N such that

P̊l ≤
PX(∆l)

PX((⊔0≤l<P∆l)c)
< P̊l + 1.

Taking arbitrary ∆P with PX(∆P ) = PX((⊔0≤l<P∆l)
c), and for 0 ≤ l < P break ∆l into P̊l pieces of equal

measure by PX , we can show by similar arguments as above that the refined cells with the additional ∆P

together forms a quasi-uniform partition of X with respect to PX . Suppose also in this case, the number of

cells in the quasi-uniform partition is L after refinement.

In both cases, we know max0≤l<LPX (∆l) ≤ cρL
−1 for some constant cρ that only depends on ρ, which
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implies

EH ≤ max
0≤l<P

PX (∆l) · MH ≤ cρL
−1

√
L ≤ cρL

−1/2.

We can then apply Theorem 3 to get the stated rates.

SA-V.2 Residual-Based (and Multiplicative Separable) Empirical Process

For δ ∈ (0, 1], define

N(δ) = NG(δ/
√
2, MG)NR(δ/

√
2,MR)

and

J(δ) =
√
2J(G, MG, δ/

√
2) +

√
2J(R,MR, δ/

√
2).

To simplify notation, the parameters of G and G · VR (Definitions 4 to 12, SA.1, SA.2) are taken with

C = QG, and the index QG is omitted where there is no ambiguity; the parameters of R (Definitions 4 to 12)

are taken with C = Y, and the index Y is omitted where there is no ambiguity; and the parameters of G×R

(Definitions 4 to 12, SA.3, SA.4) are taken with C = QG ×Y, and the index QG ×Y is omitted where there

is no ambiguity.

Theorem SA.3. Suppose (zi = (xi, yi) : 1 ≤ i ≤ n) are i.i.d. random vectors taking values in (Rd+1,B(Rd+1)),

where xi has distribution PX supported on X ⊆ Rd, yi has distribution PY supported on Y ⊆ R, and the

following conditions hold.

(i) G ⊆ Span{1∆l
: 0 ≤ l < L} is a class of Haar functions on (Rd,B(Rd),PX).

(ii) There exists a surrogate measure QG for PX with respect to G such that {∆l : 0 ≤ l < L} forms a

quasi-uniform partition of QG with respect to QG:

QG ⊆ ⊔0≤l<L∆l and
max0≤l<LQG(∆l)

min0≤l<LQG(∆l)
≤ ρ <∞.

(iii) G is a VC-type class with envelope function MG over QG with cG ≥ e and dG ≥ 1.

(iv) R is a real-valued pointwise measurable class of functions on (R,B(R),PY ).

(v) R is a VC-type class with envelope MR,Y over Y with cR,Y ≥ e and dR,Y ≥ 1, where MR,Y(y) +

pTVR,(−|y|,|y|) ≤ v(1 + |y|α) for all y ∈ Y, for some v > 0, and for some α ≥ 0. Furthermore, if α > 0,

then supx∈X E[exp(|yi|)|xi = x] ≤ 2.

Then, on a possibly enlarged probability space, there exists mean-zero Gaussian processes (ZGn (g, r) : g ∈
G, r ∈ R) with almost sure continuous trajectory such that:

• E[Gn(g1, r1)Gn(g2, r2)] = E[ZGn (g1, r1)ZGn (g2, r2)] for all (g1, r1), (g2, r2) ∈ G× R, and

• P[∥Gn − ZGn ∥G×R > C1Cv,αCρminδ∈(0,1)(H
G
n (t, δ) + FGn (t, δ))] ≤ C2e

−t + Le−Cρn/L for all t > 0,
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where C1 and C2 are universal constants, Cv,α = vmax{1 + (2α)
α
2 , 1 + (4α)α}, Cρ is a constant that only

depends on ρ, and

HGn (t, δ) =

√
LMGEG
n

(t+ log NG(δ/2) + log NR(δ/2) + log2N
∗)
α+ 1

2

+

√
min{L+N∗, S2G}

n
MG(log n)

α (t+ log NG(δ/2) + log NR(δ/2) + log2N
∗)
α+1

,

and recall

FGn (t, δ) = J(δ)MG +
(log n)α/2MGJ

2(δ)

δ2
√
n

+
MG√
n

√
t+ (log n)α

MG√
n
tα,

with N∗ =
⌈
log2

(
nMG
2LEG

)⌉
, SG = supg∈G

∑L
l=1 1(Supp(g) ∩∆l ̸= ∅).

Proof of Theorem SA.3. First, we make a reduction through the surrogate measure and normalizing

transformation. Let ZG = X ∩ Supp(G). Definition 2 implies PX |ZG
= QG|ZG

. Define a joint probability

measure O on (Rd × Rd,B(R2d)) such that for all A ∈ B(R2d)

O(A ∩ (ZG ×ZG)) = PX(Π1:d(A ∩ {(x,x) : x ∈ ZG})),

O(A ∩ (ZG ×Zc
G)) = O(A ∩ (Zc

G ×ZG)) = 0,

O(A ∩ (Zc
G ×Zc

G)) =

∫
Zc

G

PX(Ay ∩ Zc
G)dQG(y),

where for A ∈ B(R2d), Π1:d(A) = {x ∈ Rd : (x,y) ∈ A for some y ∈ Rd}, Ay = {x ∈ Rd : (x,y) ∈ A}.
Then we can check that (i) the marginals of O are PX and QG, respectively; (ii) O|ZG×Rd∪Rd×ZG

is

supported on {(x,x) : x ∈ ZG}. By Skorohod embedding (Dudley, 2014, Lemma 3.35), on a possibly

enlarged probability space, there exists a ui, 1 ≤ i ≤ n i.i.d. ∼ QG such that (xi,ui) has joint law O. In

particular, if xi ∈ ZG, then xi = ui; if xi ∈ Zc
G, then ui ∈ Zc

G, and since QG ⊆ X ∪ (∩g∈G Supp(g)c),

ui ∈ ∩g∈G Supp(g)c. Thus for any g ∈ G, r ∈ R,

Gn(g, r) =
1√
n

n∑
i=1

[
g(xi)r(yi)−E[g(xi)r(yi)]

]
=

1√
n

n∑
i=1

[
g(ui)r(yi)−E[g(ui)r(yi)]

]
,

where the second equality follows because xi = ui on the event {xi ∈ ZG}, and g(xi) = g(ui) = 0 (a.s.) on

the event {xi ∈ Zc
G}. Hence, we work with an equivalent empirical process

G̃n(g, r) =
1√
n

n∑
i=1

[
g(ui)r(yi)−E[g(ui)r(yi)]

]
, g ∈ G, r ∈ R.

In particular (G̃n(g, r) : g ∈ G, r ∈ R) = (Gn(g, r) : g ∈ G, r ∈ R). Hence w.l.o.g. assume QG = PX and we

work with the (Gn(g, r) : g ∈ G, r ∈ R) process.

Suppose 2M ≤ L < 2M+1. For each l ∈ {1, 2, . . . , d}, we can divide at most 2M cells into two intervals of

equal measure under PX such that we get a new partition of X = ⊔0≤j<2M+1∆′
l and satisfies

max0≤l<2M+1 PX(∆′
l)

min0≤l<2M+1 PX(∆′
l)

≤ 2ρ.
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By construction, for each N ∈ N, there exists an axis-aligned quasi-dyadic expansion AM+1,N (PZ , 2ρ) =

{Cj,k : 0 ≤ j ≤M + 1 +N, 0 ≤ k < 2M+1+N−j} such that

{
X0,k : 0 ≤ k < 2M+1

}
=
{
∆′
l : 0 ≤ l < 2M+1

}
,

and G ⊆ Span{1∆j
: 0 ≤ j < J} ⊆ Span{1X0,k

: 0 ≤ k < 2M+1}. Hence

Π0(g, r) = Π1(g, r) =
∑

0≤l<2K+1

∑
0≤m<2N

1(X0,l × Yj,l,m)g|X0,l
E[r(yi)|xi ∈ X0,l, yi ∈ Yj,l,m]. (SA-23)

Again, consider (G × R)δ which is a δ∥MGMR∥PZ
of G × R of cardinality no greater than NG×R(δ, MGMR),

0 < δ ≤ 1. The SA error for projected process on the δ-net is given by Lemma SA.18: For all t > 0,

P

[
∥Π1Gn − Π1Z

G
n ∥(G×R)δ > Cv,α

√
N2α+12M+1EGMG

n
t+ Cv,α

√
CΠ1(G×R),M+N

n
t
]

≤ 2NG×R(δ, MGMR)e
−t + 2M exp

(
−Cρn2−M

)
.

Now we find an upper bound for CΠ1(G×R),M+N . Consider the following two cases.

Case 1: j ≥ N Let g ∈ G, r ∈ R. Fix (j, k). Let (j′,m′) be an index such that Cj′,m′ ⊆ Cj,k. If

N ≤ j′ ≤ M + N , then by definition of S and the step of splitting each cell into at most two, there exists

l1, · · · , l2S ∈ {0, · · · , 2M+1 − 1} with possible duplication such that g =
∑2S
q=1 cq1(∆

′
lq
) where |cq| ≤ M{g}.

Since each ∆′
lq

belongs to at most one Xj′−N,k, γ̃j′,m′(1(∆′
lq
), r) = 0 if ∆′

lq
is not contained in Xj′−N,m′ and

|γ̃j′,m′(1(∆′
lq
), r)| ≤ Cv,α2

−l+1 if ∆′
lq
⊆ Xj′−N,m′ where Cv,α = v(1 + (2

√
α)α). For j′ such that N ≤ j′ ≤ j,

∑
m′:Cj′,m′⊆Cj,k

∣∣γ̃j′,m′(g, r)
∣∣2 ≤ 2S

2S∑
q=1

∑
m′:Cj′,m′⊆Cj,k

(
cqγ̃j′,m′(1(∆lq ), r)

)2 ≤ 2C2
v,αS

2S∑
q=1

c2q2
−2l ≤ 4C2

v,αS
2M2G2

−2l.

For 0 ≤ j′ ≤ j, ∑
k′:Cj′,k′⊆Cj,k

|γ̃j′,k′(g, r)|

=
∑

l:X0,l⊆Xj−N,k

∑
0≤m<2j′

|E[g(xi)|xi ∈ X0,l]| · |E[r(yi)|xi ∈ X0,l, yi ∈ Yl,j−1,2m]

−E[r(yi)|xi ∈ X0,l, yi ∈ Yl,j−1,2m+1]|

≤ Cv,α

∑
l:X0,l⊆Xj−N,k

|E[g(xi)|xi ∈ X0,l]|Nα ≤ Cv,α2
j−NMGN

α.

Since |γ̃l,m(g, r)| ≲ Cv,αMGN
α for all (l,m),

∑
k′:Cj′,k′⊆Cj,k

γ̃2j′,k′(g, r) ≤ C2
v,α2

j−NM2GN
2α. Putting together

∑
j′<j

(j − j′)(j − j′ + 1)2j
′−j

∑
k′:Cj′,k′⊆Cj,k

γ̃2j′,k′(g, r) ≲ C2
v,αS

2M2G + C2
v,αM

2
GN

2α.
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Case 2: l < N Hence for any 0 ≤ j′ ≤ j, we have∑
k′:Cj′,k′⊆Cj,k

|γ̃j′,k′(g, r)| = |E[g(xi)|xi ∈ X0,l]|
∑

m′:Yl,j′,m′⊆Yl,j,m

|E[r(yi)|xi ∈ X0,l, yi ∈ Yl,j−1,2m]

−E[r(yi)|xi ∈ X0,l, yi ∈ Yl,j−1,2m+1]|

≤ Cv,α|E[g(xi)|xi ∈ X0,l]|Nα ≤ Cv,αMGN
α.

It follows that ∑
j′<j

(j − j′)(j − j′ + 1)2j
′−j

∑
k′:Cj′,k′⊆Cj,k

|γ̃j′,k′(g, r)| ≤ Cv,αMGN
α.

It follows that

CΠ1(G×R),M+N = sup
h∈H

min

sup
(j,k)

∑
l<j

(j − l)(j − l + 1)2l−j
∑

m:Cl,m⊆Cj,k

γ̃2l,m(h)

 , M2Π1(G×R)(M +N)


≤ C2

v,αM
2
GN

2αmin{M +N,S2 + 1}.

By the characterization of projections in Equation SA-23, we know the mis-specification error is zero,

that is, Π1Gn(g, r) = Π0Gn(g, r) and Π1Z
G
n (g, r) = Π0Gn(g, r). Since g is already piecewise-constant on X0,l’s,

the L2-projection error is solely contributed from r. Consider B = σ
({
1C0,k

: 0 ≤ k < 2M+N+1
})

. Denote

rτ = r|[−τ1/α,τ1/α]. Then

|E [g(xi)rτ (yi)|B]− g(xi)rτ (yi)| ≤ MG |rτ (yi)−E[rτ (yi)|B]| .

Then by the same argument as in the proof for Lemma SA.20 and the argument for truncation error in the

proof for Lemma SA.21, for all t > N ,

P

(
∥Gn − Π1Gn∥(G×R)δ + ∥ZGn − Π1Z

G
n ∥(G×R)δ ≥ N

√
2−NM2Gt

α+ 1
2 +

MG√
n
tα+1

)
≤ 4NG×R(δ, MGMR)ne

−t.

(SA-24)

Then apply Lemma SA.18, we get there exists a mean-zero Gaussian process ZGn with the same covariance

structure as Gn such that with probability at least 1− 2 exp(−t)− 2M+1 exp(−Cρn2−M−1),

∥Π1Gn − Π1Z
G
n ∥G×R ≤ Cρ min

δ∈(0,1)

{√
2M+2MGEG

n
(t+ log NG×R(δ, MGMR))

α+ 1
2

+

√
CΠ1(G×R),M+N

n
(t+ log NG×R(δ, MGMR))

α+1 + Fn(t, δ)

}
,

where Cρ > 0 is a constant that only depends on ρ. □

The following theorem presents a generalization of Theorem 4 in the paper. To simplify notation, the

parameters of G and G · VR (Definitions 4 to 12, SA.1, SA.2) are taken with C = QG, and the index QG is

omitted where there is no ambiguity; the parameters of R (Definitions 4 to 12) are taken with C = Y, and

the index Y is omitted where there is no ambiguity; and the parameters of G×R (Definitions 4 to 12, SA.3,
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SA.4) are taken with C = QG × Y, and the index QG × Y is omitted where there is no ambiguity.

Theorem SA.4. Suppose (zi = (xi, yi) : 1 ≤ i ≤ n) are i.i.d. random vectors taking values in (Rd+1,B(Rd+1)),

where xi has distribution PX supported on X ⊆ Rd, yi has distribution PY supported on Y ⊆ R, and the

following conditions hold.

(i) G ⊆ Span{1∆l
: 0 ≤ l < L} is a class of Haar functions on (Rd,B(Rd),PX).

(ii) There exists a surrogate measure QG for PX with respect to G such that {∆l : 0 ≤ l < L} forms a

quasi-uniform partition of QG with respect to QG:

QG ⊆ ⊔0≤l<L∆l and
max0≤l<LQG(∆l)

min0≤l<LQG(∆l)
≤ ρ <∞.

(iii) G is a VC-type class with envelope function MG over QG with cG ≥ e and dG ≥ 1.

(iv) R is a real-valued pointwise measurable class of functions on (R,B(R),PY ).

(v) R is a VC-type class with envelope MR,Y over Y with cR,Y ≥ e and dR,Y ≥ 1, where MR,Y(y) +

pTVR,(−|y|,|y|) ≤ v(1 + |y|α) for all y ∈ Y, for some v > 0, and for some α ≥ 0. Furthermore, if α > 0,

then supx∈X E[exp(|yi|)|xi = x] ≤ 2.

Then, on a possibly enlarged probability space, there exists mean-zero Gaussian processes (ZRn (g, r) : g ∈
G, r ∈ R) with almost sure continuous trajectory such that:

• E[Rn(g1, r1)Rn(g2, r2)] = E[ZRn (g1, r1)ZRn (g2, r2)] for all (g1, r1), (g2, r2) ∈ G× R, and

• P[∥Rn − ZRn ∥G×R > C1Cv,αCρminδ∈(0,1)(H
R
n (t, δ) + FRn (t, δ)) + Wn(t))] ≤ C2e

−t + Le−Cρn/L for all

t > 0,

where C1 and C2 are universal constants, Cv,α = vmax{1 + (2α)
α
2 , 1 + (4α)α}, Cρ is a constant that only

depends on ρ,

HRn (t, δ) =

√
LMGEG
n

(t+ log NG(δ/2) + log NR(δ/2) + log2N
∗)
α+ 1

2

+
MG√
n
(log n)α (t+ log NG(δ/2) + log NR(δ/2) + log2N

∗)
α+1

,

Wn(t) = 1(|R| > 1)
√
MGEG

(
max
0≤l<L

∥∆l∥∞
)
LVR

√
t+ log NG(δ/2) + log NR(δ/2) + log2N

∗.

with VR = {θ(·, r) : x 7→ E[r(yi)|xi = x],x ∈ X , r ∈ R} and N∗ = ⌈log2(
nMG
2LEG

)⌉.

Proof of Theorem SA.4. By the same reduction through surrogate measure, we can w.l.o.g. assume

QG = PX . Suppose 2M ≤ J < 2M+1. By the same cell divisions in the proof for Theorem SA.3, there exists

a quasi-dyadic expansion CM+1,N such that

Span ({1(∆j) : 0 ≤ j < J}) ⊆ Span
({
1(X0,l) : 0 ≤ l < 2M+1

})
.

By definition, the projection error can be decomposed as

Rn(g, r)− Π2Rn(g, r) = Gn(g, r)− Π1Gn(g, r) +Xn(g θ(·, r))− Π0Xn(g θ(·, r)),
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where Π0 denotes the L2-projection from L2(Rd) to Span({1(X0,l) : 0 ≤ l < 2M+1}). For any g ∈ G, since

g ∈ Span({1(X0,l) : 0 ≤ l < 2M+1}),

E
[
(Xn(g θ(·, r))− Π0Xn(g θ(·, r)))2

]
=

∑
0≤j<J

PX(∆j)g
2|∆j

E
[
(θ(xi,x)− Π0θ(xi,x))

2|xi ∈ ∆j

]
≤ E[g(xi)2] max

0≤j<J
∥∆j∥2∞L2VR

≤ MGEG max
0≤j<J

∥∆j∥2∞L2VR
.

Then Xn(g θ(·, r))− Π0Xn(g θ(·, r)) is bounded through Bernstein inequality and union bound, for all t > 0,

P

(
∥Xn(g θ(·, r))− Π0Xn(g θ(·, r))∥(G×R)δ ≥ 4

3

√
MGEG max

0≤j<J
∥∆j∥∞LVR

√
t+ 2Cv,α

MG√
n
t

)
≤ 2 exp(−t).

Combining Lemma SA.18 and Equation (SA-24), and the same calculation as in the proof for Theo-

rem SA.2 to get CΠ2(G,R) ≲ (Cv,αMGN
α)2, for all t > N∗, with probability at least 1− 2NG×R(δ, MGMR)e

−t −
2M exp(−Cρn2−M ),

∥Rn − ZRn ∥(G×R)δ ≤ 4

3

√
MGEG max

0≤j<J
∥∆j∥∞LVR

√
t+ Cv,αN

α+ 1
2

∗

√
JEGMG
n

√
t+ Cv,α

MG√
n
tα+1,

The rest follows from the error for fluctuation off the δ-net given in Lemma SA.16. The “bias” term
√
MGEG max0≤j<J∥∆j∥∞LVR

√
t comes from Xn(g θ(·, r))− Π0Xn(g θ(·, r)) in the decomposition.

In the special case that we have a singleton R = {r}, we can get rid of the ”bias” term by redefining εi =

sign(r(yi)−E[r(yi)|xi])|r(yi)−E[r(yi)|xi]|1/α. Take r̃(u) = sign(u)|u|α, u ∈ R. In particular, E[r̃(εi)|xi] = 0

almost surely. Either r is bounded and we can take α = 0, which makes r̃ also bounded; or α > 0 and

supx∈X E[exp(|yi|)|xi = x] ≤ 2 and |r(u)| ≲ 1 + |u|α, which implies supx∈X E[exp(|εi|)|xi = x] ≲ 2 and r̃

has polynomial growth. Then for any g ∈ G,

Rn(g, r) =
1√
n

n∑
i=1

g(xi)r̃(εi)−E[g(xi)r̃(εi)] = G′
n(g, r̃),

where G′
n denotes the empirical process based on random sample ((xi, εi) : 1 ≤ i ≤ n). The result then

follows from Theorem SA.3. By similar arguments as in the proof of Theorem SA.4,

CΠ1(G,{r̃}) = sup
f∈Π1(G,{r̃})

min

sup
(j,k)

∑
j′<j

(j − j′)(j − j′ + 1)2j
′−j

∑
k′:Cj′,k′⊆Cj,k

β̃2
j′,k′(f)

 , ∥f∥2∞(M +N)

 ,

but β̃j,k(f) vanishes for all j > N and we obtain similarly CΠ1(G,{r̃}) ≲ (Cv,αMGN
α)2. □

SA-V.2.1 Proof of Theorem 4

By standard empirical process arguments, NG(δ) ≤ cGδ
−dG and NR(δ) ≤ cRδ

−dR for δ ∈ (0, 1], and the result

follows by Lemma SA.4.
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SA-V.2.2 Proof of Corollary 6

Take t = C log n with C > 1 in Theorem 4.

SA-V.3 Example: Haar Partitioning-based Regression

The following lemma gives precise regularity conditions for the example in Section 5.3 of the paper.

Lemma SA.31 (Haar Basis Regression Estimators). Consider the setup in Example 3, and assume in

addition that supr∈Rℓ
supx,y∈X |θ(x, r)− θ(y, r)|/∥x− y∥∞ <∞ for ℓ = 1, 2.

If log(nL)L/n→ 0, then

sup
r∈R2

sup
w∈W

∣∣p(w)⊤(Q̂−1 −Q−1)Tr

∣∣ = O(log(nL)L/n) a.s., and

sup
r∈Rℓ

sup
w∈W

∣∣E[θ̌(w, r)|x1, · · · ,xn]− θ(w, r)
∣∣ = O

(
max
0≤l<L

∥∆l∥∞
)

a.s., l = 1, 2.

If, in addition, supx∈X E[exp(|yi|)|xi = x] ≤ 2, then

sup
r∈R2

sup
w∈W

∣∣p(w)⊤(Q̂−1 −Q−1)Tr

∣∣ = O(log(nL)L/n+ (log n)(log(nL)L/n)3/2) a.s.

Proof of Lemma SA.31. We use the notation PX(∆l) = P(xi ∈ ∆l), and P̂X(∆l) = n−1
∑n
i=1 1(xi ∈ ∆l),

0 ≤ l < L.

Non-linearity Errors: For ℓ = 1, 2, w ∈ W, r ∈ Rℓ, we have

p(w)⊤(Ĵ−1 − J−1)Tr =
∑

0≤l<L

1(w ∈ ∆l)(L
−1
P̂X(∆l)

−1 − L−1
PX(∆l)

−1)
1

n

n∑
i=1

1(xi ∈ ∆l)

L−1
ϵi(r),

where ϵi(r) = r(yi)−E[r(yi)|xi]. By maximal inequality for sub-Gaussian random variables (van der Vaart

and Wellner, 2013, Lemma 2.2.2), max0≤l<L |LP̂X(∆l)−LPX(∆l)| = O(
√

log(nL)
n/L ) a.s.. Since {∆l : 0 ≤ l <

L} is a quasi-uniform partition of X with respect to PX , min0≤l<L LPX(∆l) = Ω(1). Hence

max
0≤l<L

|L−1
P̂X(∆l)

−1 − L−1
PX(∆l)

−1| = O(
√
(n/L)−1 log(nL)), a.s.. (SA-25)

Take Hℓ = {(w, y) 7→ L1(w ∈ ∆l)(r(y)− θ(w, r)) : 0 ≤ l < L, r ∈ Rℓ}, for ℓ = 1, 2. In particular, if we take

G = {L1(· ∈ ∆l) : 0 ≤ l < L}, then G is a VC-type class w.r.p. constant envelope L with constant cG = L

and exponent dG = 1. In the main text, we explained that both R1 and R2 are VC-type class with cR1
= 1,

dR1
= 1 and cR2

some universal constant, dR2
= 2. By standard empirical process arguments, both Hℓ’s

are VC-type class with cH1
= L, dH1

= 1, cH2
= O(L), dH2

= 2. Since supr∈Rℓ
max0≤l<L | 1n

∑n
i=1 L1(xi ∈

∆l)ϵi(r)| = suph∈Hℓ
|En[h(xi, yi)] − E[h(xi, yi)]| is the suprema of empirical process, by Corollary 5.1 in

Chernozhukov et al. (2014),

sup
r∈R1

max
0≤l<L

∣∣∣ 1
n

n∑
i=1

L1(xi ∈ ∆l)ϵi(r)
∣∣∣ = O

(√
log(nL)

n/L
+ log(n)

log(nL)

n/L

)
a.s.,

sup
r∈R2

max
0≤l<L

∣∣∣ 1
n

n∑
i=1

L1(xi ∈ ∆l)ϵi(r)
∣∣∣ = O

(√
log(nL)

n/L

)
a.s..

(SA-26)
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Putting together Equations (SA-25), (SA-26), we have

sup
w∈W

sup
r∈Rℓ

∣∣∣p(w)⊤(Ĵ−1 − J−1)Tr

∣∣∣ = O

(
log(nL)

n/L

)
+ 1(ℓ = 1)O

(
log(n)

(
log(nL)

n/L

)3/2)
.

Smoothing Bias: Since we have assumed that supr∈Rℓ
supx,y∈X |µ(x, r)−µ(y, r)|/∥x−y∥∞ <∞, ℓ = 1, 2,

sup
x∈X

sup
r∈Rl

|E[µ̂(x, r)|x1, · · · ,xn]− µ(x, r)| =
∣∣∣∣ ∑
0≤l<L

1(x ∈ ∆l)

∑n
i=1 1(xi ∈ ∆l)µ(xi, r)∑n

i=1 1(xi ∈ ∆l)
− µ(x, r)

∣∣∣∣
= O( max

0≤l<L
∥∆l∥∞).

□
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