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Comment: Protocols for Observational
Studies: An Application to Regression
Discontinuity Designs
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Abstract. In his 2022 IMS Medallion Lecture delivered at the Joint Sta-
tistical Meetings, Prof. Dylan S. Small eloquently advocated for the use of
protocols in observational studies. We discuss his proposal and, inspired by
his ideas, we develop a protocol for the regression discontinuity design.
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1. INTRODUCTION

A protocol, sometimes referred to as a “pre-registration
plan,” is a detailed outline of a research study that speci-
fies hypotheses, outcomes, and analyses in advance. The
use of protocols in randomized controlled trials (RCTs)
is common and even required in certain circumstances.
However, in observational studies, which are studies
where the treatment of interest is neither randomized nor
under the control of the researcher, the use of protocols
is rare and undisciplined. Because the intervention occurs
before the study is conceived and conducted, it is impos-
sible to pre-specify a plan of analysis before the outcomes
are realized and the data is available. At first glance, the
approach to reserve protocols for RCTs seems reason-
able, as RCTs are the only context where protocols can be
designed before the intervention to offer a credible com-
mitment device for empirical work.

In his insightful lecture, Prof. Dylan S. Small [11] chal-
lenges this notion, rejecting the premise that protocols are
only useful before the intervention occurs, when the op-
portunities for cheating are minimal. In his own words,
“the goal of an observational study protocol is not to pro-
tect against dishonest investigators but to aid honest in-
vestigators to do good science.” His proposed approach to
the use of protocols has the potential to improve both the
credibility and the effectiveness of a plethora of scientific
findings, well beyond the specialized case of RCTs.
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Because in an observational study the treatment assign-
ment mechanism is unknown, researchers must invoke an
assumption that allows for the identification of causal ef-
fects. One of the most common is the ignorability assump-
tion, which postulates that the treatment is independent
of the potential outcomes after conditioning on a set of
observed confounders or covariates, together with a com-
mon support condition. Prof. Small proposes a protocol
for the analysis of observational studies based on ignora-
bility. His proposal calls for the transparent specification
of the following items: (i) the study population, includ-
ing which subjects will be included and excluded; (ii) the
treatment, including which subjects will be included in
the treated and control groups; (iii) the primary and sec-
ondary outcomes, including specific time periods for mea-
surement in case of follow-up outcomes; (iv) the covari-
ates that will be adjusted for; (v) the statistical methods
for adjustment and analysis; and (vi) the falsification and
sensitivity analyses.

Through a series of examples, Prof. Small discusses
these elements and outlines a set of best practices to deal
with various issues, including multiplicity of outcomes
and subgroup analyses. He also considers the timing of
the protocol, discussing whether it should be written be-
fore or after matching on the covariates.

Inspired by his passionate defense of observational
study protocols and his examples on how to implement
such protocols when employing methods based on ignor-
ability, we demonstrate the broad applicability of Prof.
Small’s ideas by developing a companion protocol for the
regression discontinuity (RD) design [7]. Our discussion
highlights both the similarities and differences between
observational protocols for selection-on-observables and
RD designs.
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2. A PROTOCOL FOR RD DESIGNS

In the RD design, all units receive a score, and the treat-
ment of interest is assigned to those units whose score val-
ues are above a known cutoff, and not assigned to those
units whose score values are below the cutoff. For exam-
ple, municipalities may receive federal assistance if their
poverty index is above a cutoff, and not receive any as-
sistance otherwise. Because the distribution of the score
is generally not known, the RD design is considered an
observational study [10, 12], where the study of treatment
effects thus depends on an external identifying assump-
tion ensuring the “comparability” of treated and control
groups. In the RD context, this assumption is that the sub-
set of units assigned to treatment whose scores are close
to the cutoff are comparable to the subset of units assigned
to control whose scores are close to the cutoff. This key
RD identifying assumption is often justified by the inabil-
ity of units to systematically and precisely affect the value
of the score that they receive, and is formalized either as
continuity of the regression functions at the cutoff [9] or
as local randomization of the treatment assignment in a
neighborhood of the cutoff [2]. See [8] for a comparison
of these two RD frameworks.

2.1 Basic Elements of Research Design

The foundation of a protocol for an RD design is the
specification of its three main elements, and the rule that
links them: the score that all units receive, the cutoff
value, the treatment, and the specific (discontinuous) rule
that determines treatment assignment. A key feature is
that the RD design can only be invoked if an RD treat-
ment assignment rule actually occurred. In this sense, the
RD design exists independently of the researcher, and can
be verified externally. This contrasts with other observa-
tional studies where external verifiability is not possible.
For example, a study based on ignorability can compare
smokers and nonsmokers conditional on a set of covari-
ates, but there is no external condition about the assign-
ment mechanism that must be true in order to invoke the
ignorability assumption. In general, researchers must pos-
tulate untestable causal mechanisms in order to justify the
use of selection-on-observable methods. In contrast, an
RD design cannot be assumed, it must occur first. This
important feature of the RD design provides the founda-
tion for many of the protocol items that follow.

2.2 Study Population

Once the score, cutoff, and treatment assignment rule
have been specified, the study population is easily identi-
fied by including all the units who received a score. This
simplifies the criteria for defining the study population
relative to studies based on ignorability. For example, in
the Mountaintop Mining study described by Prof. Small,
the treatment group is the Central Appalachian counties

with a high amount of surface mining, and the control
group is the other counties in the four states in which sur-
face mining occurs. The union of the chosen treated and
control groups constitutes the study population. But the
choice of the control group might have been different, for
example, if the researchers had decided to include coun-
ties in geographically similar neighboring states where
surface mining does not take place.

This ambiguity in the study population is minimized
in an RD design, because all units who receive a score
are automatically included in the study population, and
all units without a score are excluded. At the same time,
the RD design introduces a different type of ambiguity,
because the study population is used to estimate a local
parameter that only captures the causal effect of the treat-
ment for units whose scores are close to the cutoff, and
not for the entire population of units who receive scores.
See [5] for more discussion.

2.3 Treatment

Because RD designs often arise due to the implemen-
tation of social interventions according to a specific as-
signment rule, the treatment of interest is unambiguously
specified: it is the intervention that is given to units with
scores above (or below) the cutoff. In other words, in most
RD designs, the intervention is clearly specified as part of
the assignment rule, and is often explicitly written in pro-
grams, rules, or laws. This clarity does not always occur
in other types of observational studies. Continuing with
the Mountaintop Mining example, the treatment of inter-
est is “high and sustained” surface mining, which requires
the researchers to specify the levels of mining that will be
considered high and sustained. Such ambiguity is typi-
cally removed from an RD design protocol, because the
RD rule will explicitly say what counts as treatment.

Although the RD design clearly determines what the in-
tervention is, this does not mean that this intervention is
scientifically relevant. A well specified protocol will care-
fully explain what features of the intervention assigned
with an RD rule are related to open scientific questions,
and how the intervention is related to the treatment of
scientific interest. This will require a specification of the
causal path and the particular mechanisms by which the
RD intervention is related to a treatment of interest, and
how this treatment is related to outcomes of interest. In
other words, the occurrence of an RD design does not, by
itself, justifies its use as a scientific study. An RD proto-
col should include a justification of the scientific value of
studying the proposed RD design.

2.4 Outcomes

In all experimental or nonexperimental settings, re-
searchers must have a prior scientific model linking the
treatment to certain outcomes based on hypothesized
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causal mechanisms. This causal model bears no relation
to the RD treatment assignment rule. As in other observa-
tional studies, the choice of primary and secondary out-
comes in an RD design will depend on the scientific the-
ories and hypotheses guiding the research program. On
this point, observational studies based on ignorability and
RD designs are similar, and the ideas of Prof. Small apply
directly.

2.5 Statistical Methods

For the statistical analysis, researchers should start by
specifying whether they will adopt a continuity-based or
a local randomization analysis, or both. See [3, 4] for a
practical introduction to the two approaches. If they adopt
both, they should indicate which one of the two analyses
will be the primary analysis, and which one will be sec-
ondary.

We distinguish two prototypical cases. The first case
arises when (i) the running variable is continuous, that
is, the sample contains no (or very few) units with the
same value of the score, and (ii) there are enough ob-
servations on either side of the cutoff. In this case, the
primary RD analysis is based on continuity because the
local randomization approach imposes stronger assump-
tions. The protocol should specify the continuity-based
statistical methods that will be used to fit the regression
functions and to perform inferences. A key item is how
the regression functions will be estimated; in particular,
for the case of local polynomial methods, the protocol
should specify how the bandwidth will be selected, the or-
der of the polynomial, the kernel function, how misspecfi-
cation error will be handled to obtain valid inferences, and
how uncertainty will be quantified. The protocol should
also specify whether a complementary local randomiza-
tion analysis will be included to asses robustness of the
results.

The second case arises when continuity-based methods
are not directly applicable in the absence of additional as-
sumptions. This case includes two types of designs: (i)
RD designs where the running variable is discrete, that
is, the sample contains many observations that share the
same value of the score, and there are few unique score
values; and (ii) RD designs where the score is continu-
ous but there are too few observations to use continuity-
based methods. In this case, the primary analysis is natu-
rally based on a local randomization approach. The pro-
tocol should specify how the window around the cutoff
will be selected, what test statistics will be used to test the
hypothesis of no effect, and whether inferences will be
based on Fisherian (i.e., randomization-based) methods or
large-sample approximations (e.g., Neyman or other infi-
nite population methods). The protocol should also spec-
ify the hypothesized assignment mechanism within the
window, including whether regression adjustments will be
used.

2.6 Pre-Intervention Covariates

A pre-treatment covariate is a variable that is measured
before the intervention is assigned. In observational stud-
ies based on ignorability, covariates are essential for iden-
tification of the parameter of interest. Although treated
and control units are often systematically different, ig-
norability postulates that they become comparable once
we condition on covariates. Identifying the set of covari-
ates that are needed for identification is one of the most
important aspects of a protocol based on ignorability,
and should be based on the underlying scientific (causal)
model guiding the research question.

In contrast, in the RD design, identification of the ef-
fects of interest relies on the assumption that treated units
near the cutoff are comparable to control units near the
cutoff. Whether this assumption is formalized as conti-
nuity or as local randomization, the only covariate re-
quired for identification is the RD score, the main pre-
intervention covariate in the RD design. Importantly, this
formalization does not involve conditioning or matching
on the score; in fact, because of the lack of common sup-
port in the score for units above versus below the cutoff,
it is impossible to use ignorability in RD designs in the
absence of additional, more restrictive assumptions.

However, it is common for researchers to have avail-
able other pre-intervention covariates in addition to the
RD score. These additional covariates have three poten-
tial roles: falsification checks, efficiency gains, and het-
erogeneity analyses. The most important use of additional
covariates in the RD design is for falsification purposes. If
it is indeed true that units barely assigned to treatment are
comparable to units barely assigned to control, it should
be the case that these two groups are similar in terms of
pre-determined covariates. To asses this empirically, all
RD protocols should specify a list of covariates that will
be analyzed as outcomes. The expectation is that the null
hypothesis that the treatment effect is zero will fail to be
rejected. A protocol should specify how many and which
imbalanced covariates will be tolerated, and a procedure
for what to do in case this benchmark is exceeded.

The second role for covariates in an RD protocol is re-
lated to efficiency. Pre-determined covariates can be in-
cluded in the analysis to reduce the variability of the es-
timates and thus increase precision. For example, local
polynomial methods can be augmented to include pre-
determined covariates in addition to the score, and local
randomization methods can be implemented with covari-
ate adjustment. An RD protocol should specify whether
covariate adjustment will be included in the analysis for
efficiency purposes, how it will be implemented, and
which covariates will be used. Importantly, the protocol
should also specify how statistical disagreements between
unadjusted and covariate-adjusted RD estimates will be
resolved.
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Covariates can also be used to explore heterogeneity by
studying RD treatment effects for different subgroups of
the population or by considering interaction effects. As in
the case of protocols based on ignorability discussed by
Prof. Small, the RD protocol should specify any hetero-
geneity analyses, clearly indicating which subgroups or
interactions will be analyzed.

Finally, unlike the case of other observational studies,
covariates cannot be used to “fix” an RD design where
units barely above the cutoff are different from units
barely below the cutoff. Unless researchers are willing to
make additional assumptions, covariates cannot be used to
“control” for systematic differences between treated and
control groups, much like covariates cannot be used to
fix a randomized controlled experiment where the treat-
ment and control groups are systematically different due
to chance imbalances. See [6] for more discussion.

2.7 Falsification and Sensitivity

Falsification analyses are a fundamental part of any ob-
servational study. Because the assumption that units as-
signed to treatment are comparable to units assigned to
control is not true by construction, all protocols for obser-
vational studies should include a plan to conduct empiri-
cal analyses that assess, to the extent possible, the plausi-
bility of the underlying identifying assumptions.

Some falsification analyses are generic and apply to all
observational studies, while others are specific to the RD
design. The most important generic falsification analysis
is an analysis of variables that, given the causal mecha-
nism hypothesized, should not be affected by the inter-
vention or treatment of interest. These variables include
pre-determined covariates that capture important charac-
teristics of the units, as well as variables that, despite
being determined after the treatment, should not be af-
fected by it—usually called negative control outcomes or
placebo outcomes. An RD protocol should include the list
of covariates and negative control outcomes that will be
included, and how inferences will be conducted.

An RD protocol should also specify whether RD-
specific falsification analyses will be included. These in-
clude density analyses that test whether the number of
observations just above the cutoff is similar to the num-
ber of observations just below the cutoff, analyses that
vary the choice of bandwidth or window, and analyses
that leave out the observations closest to the cutoff. These
tests are specific to the RD design because they exploit
the RD principle of focusing on units close to the cutoff.
The protocol should provide details about how these tests
will be implemented.

As a complement to falsification tests, sensitivity anal-
yses methods investigate whether and how much the con-
clusions of a study would change if the main assumptions

were violated. For example, Prof. Small discusses Rosen-
baum’s � sensitivity method. This method is directly ap-
plicable in RD designs based on the local randomization
approach.

2.8 Multiplicity Corrections

In any protocol, the outcome of interest should be care-
fully chosen based on the scientific question and the
causal mechanisms that are part of the theoretical justi-
fication for the design. If the underlying scientific theory
suggests that many outcomes are equally important, all
of these outcomes can be analyzed. In this case, infer-
ence corrections will be needed, and the protocol should
specify the parameters of the correction. Otherwise, re-
searchers should use their scientific theories as guidance
to select the most important outcome, and designate it as
the primary outcome in the protocol.

Prof. Small discusses three strategies to deal with mul-
tiple outcomes in observational studies based on ignora-
bility: (i) choosing a small number of primary outcomes a
priori (i.e., one or two), (ii) testing many outcomes using a
Bonferroni-type correction, and (iii) splitting the observa-
tions into a planning sample—used to choose which out-
come is most associated with the treatment—and an inde-
pendent analysis sample—used to analyze the treatment
effect on the outcome chosen in the planning sample. He
argues for the use of sample splitting for outcomes with
high design sensitivity, because this leads to power gains
in the analysis sample despite the loss in sample size.

We consider these strategies in the context of an RD de-
sign. Although sample splitting has advantages, in many
RD applications it will not be a feasible method to deal
with outcome multiplicity. RD designs are based on the
assumption that, near the cutoff, units assigned to treat-
ment are comparable to units assigned to control. Focus-
ing the analysis on units with scores near the cutoff is
thus essential in all RD analyses. This “localizing” pro-
cess necessarily reduces the size of the sample effectively
used. In continuity-based analyses, it is not uncommon
for researchers to use an effective sample containing only
about 10% to 20% of the total number of observations. In
local randomization analyses, this is even more dramatic,
with analyses sometimes discarding more than 95% of the
observations. Except in RD designs involving big data,
sample splitting may not be practically feasible.

A reasonable alternative is to focus on the few most
relevant outcomes based on the scientific theory underly-
ing the RD design, pre-specifying them in the protocol as
primary outcomes. In cases where the scientific hypothe-
sis calls for considering many outcomes, a multiple test-
ing correction such as Bonferroni should be used. In this
case, the RD protocol should include the list outcomes
and the particular multiplicity correction method that will
be used.
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3. TIMING OF RD PROTOCOL

In RCTs, protocols are written before the treatment is
assigned. Prof. Small asserts that, in matched observa-
tional studies, “matching takes the place of random as-
signment,” which suggests that protocols should be writ-
ten before matching. However, he describes a tension
that is typical of most observational studies: researchers
want a design that not only minimizes confounding or
self-selection, but also is as informative as possible. In
matched observational studies, these goals are in tension
because reducing confounding calls for matching in as
many covariates as possible, but matching on a highly im-
balanced covariate can lead to efficiency losses. Writing
the protocol after matching has the advantage that covari-
ate balance information can be used to decide which co-
variates to match on, but it has the disadvantage that it
can lead researchers to develop post hoc justifications for
why certain covariates should be excluded. Regardless of
whether the protocol is written before or after matching,
Prof. Small takes for granted that the protocol should al-
ways be written before analyzing the outcomes of interest.

Like in any other observational study, the most impor-
tant principle regarding the timing of an RD protocol is
that the protocol should be written before analyzing the
outcome. A secondary question is whether the protocol
should be written before or after studying the density
of the running variable and selecting the neighborhood
where the analysis will take place. The answer depends
on whether the RD design is analyzed using the local ran-
domization or the continuity-based framework. In a local
randomization framework, the window around the cutoff
is chosen based on balance on pre-determined covariates.
Because this window can be chosen without analyzing
the outcome, the situation is analogous to the matching
case, where the local units in the window behave as the
matched units in observational studies based on ignor-
ability. Thus, when a local randomization framework is
employed, the timing issues discussed by Prof. Small ap-
ply directly, with the caveat that the sample size will be
considerably smaller and some strategies such as sample
splitting may be infeasible.

In the continuity case, the question is more compli-
cated. Because in a continuity-based approach it will be
impossible to choose the bandwidth without analyzing
the outcome, an RD protocol that outlines a continuity-
based analysis cannot include the specific bandwidth that
will be used. There are, at least, two alternative options.
One is to specify the method that will be used to select
the bandwidth, but not the bandwidth itself. The other,
available only when the sample size is very large, is to
employ sample splitting and use the planning sample to
select the optimal bandwidth by learning about the cur-
vature of the regression functions and other features of

the underlying data generating process. Then, the sepa-
rate analysis sample is used to implement the RD analysis
with the bandwidth chosen in the planning sample. This
approach would require an adjustment to reflect the po-
tentially different sample sizes. For example, if the plan-
ning sample is of size n1 and the analysis sample is of
size n2, the mean squared error (MSE) optimal bandwidth
for local polynomial analysis in the planning sample will
be hMSE1 ∝ n

−1/(3+2p)
1 , where p is the polynomial order.

The MSE-optimal bandwidth in the analysis sample can
be obtained as hMSE2 = hMSE1 · (n1/n2)

1/(3+2p). The band-
width hMSE2 thus uses the estimated curvature and vari-
ability from the planning sample, and then adjusts it to
reflect the number of observations in the analysis sample.
This procedure allows researchers to look at features of
the outcome and possibly adjust the protocol in a more
principled and objective way. See [1] for more discussion
on bandwidth selection in RD designs.

In sum, an RD protocol based on the continuity frame-
work will typically be written before selecting the specific
bandwidth used for the analysis unless the sample size is
very large and allows for sample splitting, while an RD
protocol based on local randomization can be written be-
fore or after selecting the window around the cutoff. In
both cases, if the protocol is designed after studying the
distribution of the RD score in the absence of sample split-
ting, the analysis should be focused on the score only, and
not include the outcomes of interest that will later be used
for the main study. Inspection of the RD score can involve
histograms and estimated density plots to asses how the
score is distributed near the cutoff, but should not include
any inspection of how the outcome and the score are re-
lated.

4. CONCLUSION

Prof. Dylan S. Small [11] has made an landmark contri-
bution by advocating for the use of protocols in observa-
tional studies. Thousands of key scientific questions can
only be studied with observational studies because ran-
domization of treatments is unfeasible or unethical. And
even when randomized controlled experiments are possi-
ble, observational studies are often instrumental in pro-
viding additional evidence regarding the generalizability
of experimental effects. Given the vast amount of scien-
tific findings that are based on observational studies, the
adoption of protocols advocated by Prof. Small has enor-
mous potential to change society for the better. We en-
thusiastically endorse his call for the use of protocols in
observational studies. We hope our discussion has made
clear that protocols are not only useful in matched obser-
vational studies, but also in RD designs and, by extension,
in other observational studies.

There is an added benefit to the use of protocols in ob-
servational studies. In an era of high political polarization,
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the legitimacy of science has been under attack. Some
people may distrust scientific findings for political or ide-
ological reasons, and some scientists may have strong
preferences about the kinds of results that they hope to
find, as Prof. Small forcefully illustrates with several ex-
amples from his own research. The widespread adoption
of observational study protocols would increase the cred-
ibility of scientific findings and help restore and protect
the legitimacy of science, which is essential to translate
scientific advancement into societal benefits.
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